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At its meeting of November 7,2016, SGSC approved the full program proposal for a Professional
Master of Science in Computing Science and is recommending it to SCUP for approval, effective
Fall 2017.

Motion:

That SCUP approve and recommend to Senate the full program proposal for a Professional Master
of Science in Computing Science in the School of Computing Science within the Faculty of
Applied Sciences.
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SFU

OFnCE OF THE DEAN

Faculty of Applied Sciences
Simon Eraser University

MEMORANDUM

Attention

From

Dr. Wade Parkhouse

Dean, Graduate Studies
Date October 18,2016

Dr. Mirza Faisal Beg mfbeg@sfu.ca
Faculty of Applied Science, Graduate Studies Committee

Re: 1) Professional Master of Science Program (conversion from special cohort to regular
program)

2) MSB PhD Qualifying examination course MSE 890

The faculty of Applied Sciences Graduate Studies Committee would like to send the following
two items for consideration by SGSC. These have been approved by FGSC by electronic vote.

1) Professional Master of Science in Computer Science in the area of 'Big Data'
2) Creation of a MSE PhD Qualifying Examination via a course MSE 890

Documents for the above items are attached with this memo. I request you to please place these
on the agenda for the next SGSC meeting.

Cc: Dr. Greg Mori, Director, School of Computing Science
Dr. Glenn Chapman, Director, School of Engineering Science
Dr. Farid Golnaraghi, Director, School of Mechatronic Systems Engineering
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Professional Master of Science in Computer Science

PART A:

EXECUTIVE SUMMARY

The School of Computing Science proposes the creation of a Professional Master of Science in

Computer Science degree program. This program was initially offered as a cohort special
arrangements master's program in Big Data through the Office of Graduate Studies at SFU. The
special cohort program is now in its third year and has been highly successful, with a dramatic
increase in demand combined with the successful placement of students in workplace positions.

Given this, it is time to convert it to a regular program, building on the information gained from

the two special arrangement offerings. While the proposed Professional Master of Science in
Computer Science (which will be referred to as the Program in the rest of this document) will
continue to have Big Data as a specialization area, it will allow for future specializations in

addition to Big Data, as identified in discussions with the current Big Data advisory committee,
industry employers, and academics.

Our goal is to train computational specialists who can construct models, develop algorithms, and

write software using state-of-the-art graduate-level techniques in computer science. This includes
the ability to extract actionable knowledge from Big Data as well as other applications of

computer science. Program graduates will know how to handle, analyze, and visualize massive

data sets; they will be able to ask feasible questions and answer these questions efficiently using

computational methods. The Program trains students to design, develop, and use complex

systems to solve real world problems.

Highly qualified personnel trained in cutting-edge computer science techniques are in great

demand. As an example. Big Data remains a fast-growing area of computer science that has

transformed the information technology industry. We have seen evidence of this demand not

only in the co-op placements of our students over the first two years, but also in the placement of

our fu-st cohort students who have already completed the program. We will continue to train

students to fill this need, and the changing needs of the employers seeking computer science

students with professional master degrees.

Our intended audience is recent graduates, international students, and professionals who already

have degrees in computer science or a related technological field, but who wish to advance their

knowledge in a rapidly growing area of information technology. It is not intended to prepare

students for PhD studies; that is the focus of existing MSc degrees offered at SFU and elsewhere.

1. Proposed credential to be awarded

Professional Master of Science in Computer Science

2. Location of program
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The new Program will be offered in the School of Computing Science at the Bumaby
campus.

3. Academic unit(s) ofTering proposed program

School of Computing Science in the Faculty of Applied Sciences

4. Anticipated program start date

Fall 2017

5. Anticipated completion time

Four or five terms (16 or 20 months) to complete the Program. The duration depends on
whether the student takes a 4 month or 8 month co-op placement during the degree.

6. Summary of proposed program

a) Aims, goals and/or objectives of the proposed program

The goal of the Program is to address the talent gap in the area of Big Data and
related information technology sectors. There continues to be a rapidly growing
demand for data scientists in industry, science, medicine, and government.
According to a McKinsey Global report, "By 2018, the United States alone could
face a shortage of140,000 to 190,000people with deep analytical skills as well as
1.5 million managers and analysts with the know-how to use the analysis ofBig
Data to make effective decisions." IDC estimates that the worldwide spending on
business analytics alone was $90 billion in 2011. EMC's Chuck Hollis says of big
data analytics: "The race is now on to acquire - and maximize the productivity of-
the key talent behind this wave: data scientists and their supporting data science
teams". Recruiting, retaining and training big data analytics professionals is
becoming increasingly difficult among employers across all regions, sectors, and
industries, according to 2015 paper published by Canada's Big Data Consortium.
Closing Canada's Bis Data Talent Gap.

• http://www.rverson.ca/content/rverson/provost/partnerships/talentgap/WhitePaper.html

While there is currently a dramatic demand for Big Data specialists, there are
other application areas of computer science showing impressive grovrth. For
example, computer security (also known as cyber security) has been identified as
a priority area by many organizations. Similarly, there is a great deal of interest in
health informatics. The proposed program will allow for other specializations, in
addition to Big Data, to deal with the rapidly changing technology landscape. As
noted in the 2016 BC Technology Strategy ("https://bctechstrategv.gov.bc.ca). the
"tech sector is a key driver of growth for the provincial economy, expanding
faster than the economy at large." The degree will support the "talent" pillar of
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the UBCTECHStrategy in conjunction with work-integrated learning. Note that
work-integrated learning is one of the "strategy actions" of the 2016 document.

b) Anticipated contribution of the proposed program to the mandate and
strategic plan of the institution

Earlier this year, SFU embarked on its university-wide big data initiative. As
noted at https://www.sfu.ca/vpresearch/bigdatainitiative.htmL one of the
university priorities is to build "on our strategic investments in advanced
computing expertise and infrastructure [to engage] our students in data-intensive
research to expand their analytical capacities and meet a significant talent gap."
The structure and curriculum of the proposed Program will allow students to take
courses that address research issues and combine them with practical computing
skills to solve real world problems.

c) Linkages between the educational goals and the curriculum.

The educational goals of the Program are to provide students with capabilities in
the following areas of applied computer science:

Analysis of scalability of algorithms to big data
Data warehouses and online analytical processing.
Efficient storage of big data including data streams.
Scalable querying and reporting on massive data sets.
Scalable and distributed hardware and software architectures.

Software as a service.

Cloud Computing (e.g. Amazon EC2, Google Compute Engine)
Big data programming models: map-reduce, distributed databases,
software for implementing streaming and sketching algorithms.
Dealing with unstructured data such as images, text or biological
sequences.

Scalable machine learning methods such as online learning.
Data mining: methods for learning descriptive and predictive models from
data.

Distributed algorithms over very large graphs and matrices.
Social media analysis.
Visualization methods and interactive data exploration

Additional capabilities will be identified in the future in conjunction with
discussions with students and with employers. The required and recommended
graduate courses listed in part D appendix 1 provide basic coverage of all of the
areas listed above, allowing flexibility for more in-depth investigations into the
topics based on student interest. Students are required to take an algorithms
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course designed specifically for the specialization area (Big Data), since several
of the topics focus on different aspects of algorithms. The graduate course in
machine learning is required and is taken in the first semester, as it forms an
essential basis for many of the topics listed above. The two programming labs
provide hands on experience with all of the topics mentioned above that involve
implementation. The Big Data systems course then deals with the hardware and
associated software issues.

The mandatory co-op component of the Program will provide students with the
real-world experience of taking many of the research issues that are introduced in
their classes, and seeing how they can be applied to a practical problem.

d) Delivery methods

The Program will be delivered face-to-face. Students will complete at least 30
units of graduate work: a minimum of 15 credits of courses relevant to the field,
12 credits of specialized lab work, and at least 3 credits of co-op. There will not
be a capstone. The Program will be delivered using a cohort model, but there will
be flexibility for optional courses (primarily in the final term) to deal with
individual student interests.

e) Program strengths

This Program fills a large employer need for professional graduates that can
participate in the design, development, maintenance and use of information
technology systems in general, and with the current and future needs of big data.
It provides students with a compulsory 4 or 8 month paid internship (co-op
placement), putting students in the workplace within 8 months of starting the
Program. It helps fill a widely discussed talent gap in Canada and around the
world. Students are provided with extensive support beyond traditional programs
in the classroom, in the lab, and in the transition to the workplace. This bridge
between the university and the workplace will also strengthen the research profile
of the university and increase the visibility of the School of Computing Science in
cases where the real world data and problems are brought back into the classroom
and research labs.

i) An overview of the level of support and recognition from other post-
secondary institutions, and relevant regulatory or professional bodies, where
applicable and plans for admissions and transfer within the British
Columbia post-secondary education system.

Before we launched the special cohort professional masters program in Big Data
in the fall of 2014, we had had discussions with several industry partners
including IBM, SAP, Simba, Demonware, BC Genome Centre, and Hootsuite
among others, and we observed that all of them are keen to hire highly qualified
personnel proficient in Big Data analytics. Companies like Software AG, Oracle
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Corporation, IBM, Microsoft, SAP, EMC, HP and Dell have spent more than $15
billion on software firms specializing in data management and analytics. This
interest has been supported by the 100% placement rate for co-op for the 39
students in the current cohort. In the January meeting with our Big Data advisory
committee, it was also suggested that the curriculum be expanded to allow for
additional streams or specializations. Note, however, that the Program is not
intended to be the basis for a PhD.

We have been in close communication with the organizers of UBC's new Master
of Data Science program, with the goal of ensuring that our Program and their
new program are complementary. Similarly, we are in regular contact with
Ryerson University concerning the development of their new program. SFU has
been a key participant in Canada's Big Data Talent Gap study, and is a member
institution of Canada's Big Data Consortium.

Although the Program is not designed as one for which there would be
transferring within the British Columbia post-secondary education system,
students could request to have graduate courses taken elsewhere to be considered
towards the credit requirements of the proposed degree (as is the case for other
graduate programs).

The Program will not require the approval of any external regulatory or
professional bodies in the area of computer science.

To show the level of support and recognition for the program. Appendix 3 also
contains links to a selection of promotion videos featuring our students and
companies in which they worked during their co-op term(s).

g) Related programs in the institution or other British Columbia post-
secondary institutions.

The School of Computing Science already offers a research-based Master of
Science in Computing Science. However, the existing MSc does not incorporate
the 12-credits of specialized lab programming, and the high level of instructional
support from domain specialists. The Program has two additional lecture courses
(3 credits each) that have been designed for the big data specialization area. The
existing MSc does not have a compulsory co-op component. Associated with this
co-op placement is a large amount of support for resume preparation, interview
skills, and communication provided by the FAS co-op office.

With respect to other graduate computing degrees in BC, the new UBC Master of
Data Science Program will complement nicely the SFU Program - the UBC
program targets the large pool of applicants without degrees in computing
science, while the SFU Program is designed for students who already have a
degree in computing science or a related field. So the programs do not overlap in
the target populations of applicants.
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Our Program develops data architects who apply a deep knowledge of computer
science to create and support new systems and processes that tind value in the
vast amounts of information generated today. Our graduates are not just data
analysts, they are data architects.

7. Contact information

Fred Popowich

Professor, School of Computing Science

(778) 782-4193

popowich@sfu.ca

PART B: PROGRAM DETAILS

1. Graduation requirements, target audience

Students will complete at least 30 units of graduate work: a minimum of 15 credits of
courses relevant to the field, 12 credits of specialized lab work, and at least 3 credits of
integrated learning via co-op. The 15 course credits will be graduate courses focussed in
the area of specialization. The 12 credits of advanced industry relevant programming is
structured into one 6 credit course in the first semester, and a second 6 credit course for
the second semester that together will provide hands on experience within a
specialization area. All courses contained in the Program have been offered previously,
but the plan is to be able to create new lab courses in the future based on changing market
demands. The two Big Data specific lecture courses were offered as special topics
courses, and will now be converted into permanent courses. The complete Program
length is 16 or 20 months, the length varying depending on whether the co-op placement
is for four or eight months.

Our intended audience is individuals, both within Canada and internationally, who
already have degrees in computing science or a related field, but who wish to advance
their Imowledge in a rapidly growing area of information technology. It is not intended to
prepare students for PhD studies; that is the focus of existing MSc degrees offered at SFU
and elsewhere.
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2. Admission requirements

To qualify for admission to the Program, a student must satisfy the university admission
requirements for a master's program as stated in Section 1.3.3 of the Graduate Admission
section of the SFU calendar, and the student must hold a bachelor's degree or equivalent
in Computer Science or a related field with a minimum cumulative grade point average
(CPA) of 3.00 (on a scale of 0.0 - 4.33) or the equivalent. Students who have a minimum
CPA of 3.33/4.33 on the last 60 credits of undergraduate courses also meet the CPA
requirements for admission.

The School's Graduate Admissions Committee may, at its discretion, offer M.Sc.
admissions to exceptional students who do not have an undergraduate degree in computer
science or a related field (qualifying admission). Minimally, we require demonstrated
competence in computer science at the third year level equivalent to CMPT 300
(Operating Systems 1), CMPT 307 (Data Structures and Algorithms) and CMPT 354
(Database Systems and Structures).

With a qualifying admission offer, students who do not have the proper background in
computer science may take the three courses listed above in the Summer semester before
the Fall cohort begins and then join the Program.

We wish to be inclusive of a variety of incoming students, including SFU students from
related disciplines who wish to obtain a master's degree; International students; and
professionals who wish to advance their knowledge in the area of applied computing.

3. Evidence of student interest and labour market demand

The expected student interest in this program, both domestic and international students is
reflected in the rapid growth in application numbers shown on pages 10 and 13. The
industry/employment demand for students who obtain this credential is reflected in the
current 100% co-op placement rate in the positions shown in section 3a below. The
jobs/careers for graduating students are reflected in the positions provided in section 3b
below.

Recruiting, retaining, and training big data analytics professionals is becoming
increasingly difficult among employers across all regions, sectors, and industries,
according to a recent paper published by Canada's Big Data Consortium. Closins
Canada's Bis Data Talent Gap. The paper outlines six strategies for closing the big data
gap. SFU is part of the consortium of senior information technology leaders, created by
Ryerson University in 2014, collaborating on key issues relate to big data and analytics.
Managing Canada's big data capabilities and addressing the growing need for education
and training in the field is critical to the country's competitive advantage.

When SFU launched its Professional Master's Program in Big Data in 2014 as a three-
year special cohort initiative, it provided a way to start to meet the demand for big data
specialists. Given the dramatic increase in student applications, the increase in the
number of employers working with the co-op program, and the successful placement of
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students in industry positions, it is clear that the special cohort program should be
continued as a regular program upon the completion of its final year as a special cohort.

a. List of 2016 co-op employers and partners
Aeroinfo

Amazon

Appnovation
Bcjobs.ca
BuildDirect

Communications Research Ctr

CommunitySift
Demonware

EOTPRO

FuseForward

Left

Microsoft

MITACS Kinematic Soup
PHEMl

Royal Bank of Canada
Salesforce

Samsung Electronics Canada
SAP Canada

Schneider Electric

SES

Simba

Stats Canada

Vancity
Vancouver Coastal Health

b. List of positions and employers for graduated students
Product Support Specialist - SAP

Software Developer, Big Data - SAP

Agile Developer - SAP

Senior Software Developer - D2L

Software Developer - IBM

Software Engineer - Splunk

Data Scientist - Hootsuite Media Inc.

Developer - Visier

Data Scientist - BuildDirect

PHP Web Developer - FuturePay

PHEMI - Data Scientist

Big Data Developer - Irdeto

Although students from the second cohort have not yet completed their studies, as of
November 2, 2016, there are already 9 full time offers or hirings from companies
including PHEMI, RBC, Samsung, Scotiabank, and Schneider Electric.

c. List of NOC codes for positions for graduated student^

2171 Information systems analysts and consultants

2172 Database analysts and data administrators

2173

2174

Software engineers and designers

Computer programmers and interactive media developers
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d. Application Numbers by Country of Citizenship 2014-2016

2014

other, 18

Pakistan, 4

Nigeria, 5

Canada, 20

China, 15

Bangladesh,
5

Iran, 7

Pakistan, 6

Nigeria, 8

Other, 35
Canada, 40

China, 51

Brazil, 5

Iran, 15 5!^=
Pakistan, 16

other, 2016

Canada, 37

China, 55

Nigeria,

•  "Other" in 2014 includes (in alphabetic order): Bangladesh, Brazil, Cameroon,

Republic of Congo, Germany, Ghana, Hong Kong, Russian Federation, Saudi

Arabia, Thailand, Venezuela.

•  "Other" in 2015 includes: Brazil, Colombia, Ecuador, Egypt, Germany, Ghana,

Greece, Grenada, Hong Kong, Iceland, Indonesia, Republic of Korea, Mexico,

Nepal, Oman, Philippines, Russian Federation, Spain, Sri Lanka, Syrian Arab

Republic, Thailand, Turkey, UK, US, Vietnam, Zambia.

•  "Other" in 2016 includes: Bangladesh, Brazil, Colombia, Cuba, Ethiopia, Germany,

Hong Kong, Jamaica, Kazakhstan, Kenya, Republic of Korea, Mexico, Russian

Federation, Sierra Leone, Sri Lanka, Taiwan, Tunisia, UK, US, Vietnam, Zambia.
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4. Eligibility for scholarships, awards, and financial aid

Students will not be able to apply for awards associated with the university's operating
budget. They will be eligible to apply for private awards, and the School will be
approaching external entities for funding for student awards.

Students admitted to the Program can make use of the financial aid program. The School
of Computing Science program manager has contacted the financial aid office conceming
this eligibility.

5. Program evaluation and academic/administrative oversight

The steering committee for the Program consists of the program director (currently Dr.
Fred Popowich), the computing science graduate program director (currently Dr. Binay
Bhattacharya), the director of the School of Computing Science (currently Dr. Greg
Mori), one instructor in the program (currently Dr. Martin Ester), and Academic Program
Coordinator Katie Knorr.

The School has already established an external advisoiy committee for the special cohort
program, and this advisory committee will be expanded. The external advisory committee
currently has five members on three-year terms. Please see appendix 8 for a current list of
members, along with the invitation letter template. Each year, we anticipate needing to
replace two people. The target size for the committee is six.

The Program will be reviewed internally using the same mechanisms that are used to
review the other graduate programs in the School of Computing Science. Program
changes will be administered through the existing School of Computing Science
Graduate Program Committee.

Co-op employers and students are given surveys on a regular basis with respect to
Program content and structure.

6. Main competitors outside BC
Given that the focus of the Program is on big data, we have provided a summary of all
"Big Data" oriented programs, including some analysis of similarities and differences
including tuition at the following location.

http://www.sfu.ca/~popowich/private/appendix_bigdataprograms.htm

With respect to master degree programs focusing specifically on big data,
•  Carleton University in Ottawa offers a collaborative master's in data science

which has a longer duration, and is combined with other disciplines outside of
computer science. Due to the interdisciplinary nature of their program, it does not
provide for an opportunity to cover as many of the computer science topics to the
same depth as the SFU Program
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•  Queen's University in Kingston offers a Master of Management Analytics, with a
heavy focus on modeling and statistics, with a lighter focus on computational
aspects. It does not have a compulsoiy co-op education component, and is priced
at a much higher level than the SFU Program.

•  Dalhousie University offers the "Master of Applied Computer Science (MACS)
[as] a 16-month graduate degree that prepares students for dynamic careers in the
software industry." Their degree does not have a mandatory co-op requirement.
Furthermore, their program does not have the intensive instructor led big-data or
specialist lab components associated with the SFU Program.

•  St. Mary's University has a Master of Science in Computing & Data Analytics. It
is "16-month professional program designed to meet the complex challenges
associated with Big Data." Their program involves 6 credits of work in "applied
projects, paid intemship, or a thesis, whereas our program involves 12 credits of
applied projects within the programming courses, in addition to 3 credits of paid
intemship.

•  The University of Windsor provides a "Master of Applied Computing" as a
"course-based professional graduate program ... [to provide] a solid foundation
and knowledge of industry oriented practical aspects of Computer Science,
preparing [students] to take up positions in the growing software industiy in
Canada and around the world." It is the same duration as the SFU program, but
has a slightly lower course requirement. As with Dalhousie, their program does
not have the intensive instmctor led big-data or specialist lab components
associated with the SFU Program.

With respect to professional MSc programs in Computer Science outside of British
Columbia, the following programs stand out.
•  The Master of Science in Applied Computing from the University of Toronto, like

the proposed SFU program, is a 16 month program incorporating a paid
intemship. Launched in 2010, the U of T program has an entrepreneurial focus,
with a required course on Technical Entrepreneurship. Their current tuition is
$17,500 for domestic students (Canadian citizens and permanent residents) and
$39,000 for intemational students.

•  The University of Washington offers a Professional Master's Program in
Computer Science since 1996, but it is designed for fully employed individuals
who intend to keep working while engaged in their graduate studies. It consists of
8 courses, rather than the 9 associated with the SFU Program, with students
generally completing their studies in two and a half years. Their current tuition is
(USD) $13,875 per year for either domestic or intemational students.

•  The Professional Master of Computer Science (MCS) from the University of
Illinois has three possible options, one of which is an MCS in Data Science. The
tuition for their 32 credit hour degree is (USD) $19,200, which incorporates a
combination of core courses supplemented with advanced courses and electives.
Their program does not have a compulsory co-op component.
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PART C: RESOURCES

1. Enrolment Plan

The following table summarizes the enrolment over the past three years. With the launch
of the Program in the fall of 2017, we anticipate a further increase in the number of
applications, but intend to keep the enrollment number at the 2015 and 2016 level of
approximately 40 students, since it matches our deliveiy capacity. Our past trend in
application numbers, in conjunction with our current cohort sizes shows that we should
be able to meet the expected enrollment targets.

Year Started 2014 2015 2016

Students enrolled

(completed)
(13) 39 42

Applications
processed

98 238 365

Our enrolment plan includes a commitment to ensure increased participation of women in
Computer Science. We focus on female representation in the images we use on social
media and in our advertising. Our newest recruitment video features a strong female
student in the main role and has otherwise good female representation as well. Currently,
one of the two University Research Associates teaching our courses is female, who is
also acting as a great role model in her interaction with students and industiy. For our
third special cohort, the number of female applicants increased from 22% to 29%. The
number of female students enrolled in the current cohort is also 29%, up from 23% in the
previous year. Currently, 23% of all computing science graduate students are female.

2. Resources required and/or available to implement the program (financial and
personnel) including any new faculty appointments

The lab courses will focus on hands-on learning of various models, algorithms, and
software. The labs themselves will be run by limited term faculty members, professors of
professional practice, and/or university research associates who are knowledgeable in the
lab content. The students will have considerable help from teaching assistants. The lab
courses will be run in the Vancouver Institute for Visual Analytics (VIVA) lab space in
what is now known as the SFU Big Data Hub. Since the lab courses provide the premium
experience in this program, our plan is to continue to use the VIVA lab as the location for
the lab courses, as has been done during the special cohort delivery. The VIVA lab has
recently acquired sophisticated, state-of-the-art computer hardware and software. The
VIVA lab which is located in Big Data Hub also includes breakout discussion areas and
useful rooms where the instructor or TAs can conduct impromptu discussions with
groups of students. These rooms have built-in laptop projectors and other amenities.
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Building on lessons learned from the special cohort offerings, we limit enrollment in each
lab section to 20 spots and have the instructors and the teaching assistants all spending
the time in the lab with the students. This will ensure that we can offer a truly premium
lab experience by ensuring we have a high-quality lab for the students admitted into this
program. A letter of support from VIVA is attached in appendix 5. For the labs' software
and hardware requirements, we intend to use the following resources:

•  Premium workstations and displays available in the VIVA lab.
• Amazon compute cloud EC2 / Google Compute Engine.
•  Local Hadoop cluster for programming assignments.
•  Other cloud computing experimental testbeds already in use in our School for

research.

The main need is for 1) limited term faculty members (or grant tenure-track faculty or
university research associates) to take charge of and teach each of the two lab courses and
lecture courses, and 2) support related to developing employment opportunities for the
students, and preparing them for their co-op placements.

The overall need for faculty members can be split up into two parts:

•  Five faculty members are required to teach the classroom courses. No new faculty
will be required as there are existing faculty members who can teach these courses on
a regular schedule.

•  Limited term faculty members (or equivalent as mentioned above) are needed to
teach the lab courses. These are innovative lab courses, and the course development
necessitates the creation of a series of programming assignments that will impart a
hands-on experience in programming with the tools commonly used in their area of
specialization, which is currently big data analytics. Each of the 6-credit lab courses
will require 12 hours per week for students (using the typical 0.5 credit per weekly
lab hour). A limited term faculty member will be assigned to each 6-credit lab course,
where each section will have a maximum capacity of 20 students. There will also be
substantial teaching assistant support in the labs to assist students with their
assignments. Thus, for an ongoing commitment to these lab courses, one faculty
member will be required for each of the two lab courses.

To support the mandatory co-op component of the Program, the School of Computing
Science will be working with the FAS graduate co-op office. Based on the experience
from placing the last two cohorts of students into their mandatory co-op placements, we
anticipate requiring a dedicated full time co-op program coordinator, and a full time co
op student advisor. These two staff members will help all the students prepare their
applications, assist with the interview process, monitor the placements, deal with
Program marketing and opportunity development (in order to successfully place 40
students, the identification of over 100 possible positions is required). In circumstances
where we are unable to find a direct industry placement for a student, faculty members
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having industrial research projects will be able to hire such students into their labs at SFU
to collaborate with industry on funded projects. Depending on cohort size, the Program
may require additional support from an office assistant from the FAS graduate co-op
office.

This new Program will not result in the reduction of our other graduate programs in the
School of Computing Science. It will likely result in the increase in the size of some of
our existing graduate courses, but we have budgeted additional teaching assistant support
to deal with the increased class size of these courses whether they be offered by
Computing Science or by other units.

3. Faculty member's teaching/supervision

The teaching and supervision needs of the Program will be provided by the faculty
members in the table below which also shows their research expertise, complemented by
two limited term faculty members (currently two University Research Associates shown
in italics below) who can be dedicated to this specific program and funded by the revenue
received from the Program. Note that the two limited term appointees will be working
with a permanent faculty member in the School to ensure continuity. The Program will
not affect regular faculty members' involvement in other programs, however, their
interest in the special cohort offering has already played a key role in its success, and it
can play an important role in helping attract new tenure-track faculty members to new
computing science faculty positions at SFU.

Martin Ester Jian Pei

Greg Mori Oliver Schulte

Jiannan Wang Ryan Shea

Valentine Andrei Bulatov

Kabanets

Ke Wan

4. Proposed tuition and other program fees including a justification

Tuition for the Program will be charged on a program basis, to be $7,337 per semester
for domestic students and $9,555 for international students effective September 1,2017.
Appendix 9 contains additional information about tuition levels for different academic
years, and relates it to the tuition charged under the previous special arrangement cohorts
through the office of the Dean on Graduate Studies. Students will normally complete the
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program in 4 semesters, so the total program cost for domestic students will be $29,350,
and for international students $38,219. There will be a continuing fee per term, one half
of the regular fee, for those students who take longer than 4 terms. The tuition fees are
summarized in the following table. Not all students will need to take a continuing
semester; only those that take a reduced course load or an extended co-op placement.

Term 1 Term 2 Terms Term 4

Total

Tuition

Continuing

Term**

Total with

continuing

term

Domestic $7,337 $7,337 $7,337 $7,337 $29,350 $3,669 $33,018

International $9,555 $9,555 $9,555 $9,555 $38,219 $4,777 $42,996

The tuition rates will not only offset the following expenses associated with the delivery
of the Program, but will also provide graduate fellowships to Computing Science thesis
graduate students in existing programs. For instance, last year we were able to offer
entrance scholarships of $6,500 each to Computing Science thesis graduate students to

make us more competitive in admitting the best students to enhance our graduate research
program, and increase the quality of the existing program streams. This in turn benefits
the professional master's students in the Program as they will receive high quality
mentoring from some of these students who will be their teaching assistants.

# of

Fixed Program Expenses Cost per unit Units Total

Program Coordinator (Fulltime) $71,867 1.0 $71,867

Recruitment and Marketing $15,000 1.0 $15,000

Course Development $10,000 1.0 $10,000

Subtotal of Fixed Expenses $96,867

Variable Expenses (per lab section)

University Research Associates $70,542 1.5 $105,813

Grant Tenure Track Faculty $117,570 0.5 $58,785

Teaching Assistants (Lab courses) $6,760 2.0 $13,520

Teaching Assistants (Other courses) $1,352 10.0 $13,520

EAL Curriculum $1,500 0.5 $750

Hardware/Software $25,000

VIVA Lab Space and Tech Support $40,000

Computing Science Graduate Fellowships $6,500 20.0 $130,000

Subtotal of Variable Expenses (per lab
section) $387,388
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The program management and support expenses are broken into two categories. The
fixed expenses will generally not vary based on the cohort size, while the variable

expenses are dependent on the cohort size, specifically the number of lab sections that are
needed for the cohort. We are assuming a lab section size of 20 students.

Fixed program expenses include the salary plus benefits of the program coordinator,
technical support for the software and hardware needed by the big data students,
recruitment and marketing expenses along with course development. The Program
Coordinator will be an APSA staff member who will oversee all aspects of a Program

including, budget, recruitment/marketing, admissions, student support, and general
administration. The salary is $58,907 plus 22% benefits = $71,866. Note that the
projected expenses are based on those incurred (and expected) during the three years of
the special cohort offering. Course development is budgeted as an ongoing expense as it
will take an ongoing effort from the faculty teaching courses relevant to the Program in
order to provide updated assignments and projects for the lab courses. For each lab
course we have budgeted $10,000 towards continued development of revised materials
assignments for the lab courses (including material such as video lectures) to give
students truly effective hands-on experience in unique areas.

University Research Associates (URAs) and grant tenure track faculty are essential to
the success of the premium lab courses that form the backbone of our proposed program.
We follow Policy R50.01 on URAs. The salary for the limited term faculty will be
$60,000 per URA plus $17.57% benefits, which amounts to $70,542 each. Based on past
experience, we found that the optimal level of support was having one URA leading each
lab section of a 6-credit programming course. Given that we have two programming
courses, we have a need for two URAs for each group of 20 students. We are estimating
that grant tenure track faculty will need a compensation of $100,000 per year plus
17.57% benefits. Note that these URAs will also play a key role in the admission process,
doing an initial review of applications that are submitted by students wanted to me
admitted the Program, and then working with the Program steering committee and the
School of Computing Science graduate admissions committee to determine who should
be given offers. As such, dealing with the workload of the large number of applicants will
not overload the existing committees.

Teaching assistants will be paid at $1352 per base unit (for PhD students; the rate is a bit
lower for Masters students). We have allocated 2 TAs at 5 base units = $6760 x 2 =
$13,520 for the lab courses. This is more TA support than normal for our graduate
courses, but is warranted due to the premium lab coursework for the program. There is
also a budget for additional teaching assistance support for the 15 credits of non-lab
courses taken by students in the program.
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We had original planned to have a cohort size of at 20 students, which we planned to
support with 2 part-time (50%) staff. As we move forward, the plan is to have a cohort
size of 40 students supported by two full time co-op staff. The first is a co-op coordinator
position (APSA. Grade 10. Step 8.1.0 PTE at $98.848.53 per vear including benefits)
who is responsible for the development of employer relations and the generation of
postings within the Program to help ensure that all students are placed in a position in
their 4* and/or 5*^ semesters. A second position is a Co-op Student Career Advisor.
(APSA. Grade 7. Step 6. PTE 1.0 at S 79.257.95 per vear including benefits) required to

assist students with resume writing, interview skills, etc. Finally, we anticipate needing a
Program Assistant (CUPE. Gr. 7. Step 12 months. PTE 0.5 at $ 26.744.96 per vear

including benefits). These expenses are based on workloads identified during the three
special cohort offerings of the Professional Masters program and reflect the fact that our
Program requires a placement for every student.

The budget also reflects support for students having English as an Additional Language.
Offering a special section of co-op's new Job Search Success course for EAL curriculum
facilitation will cost $1500 for a section of 20 students. We expect half the students to

sign up for this additional support. The Job Search Success course is a 4 week, self-

paced, visually based, online course that is facilitated. The course focuses on the

strengths of the multilingual and multicultural student and the curriculum goals include:

•  improving students resume and cover letter within a Canadian context

•  education on how to overcome barriers

•  presentation of information regarding normalizing accents

•  development of intercultural communication skills

•  strategies for communicating across cultures.

The overall budget for the Program is provided below, with an assumption of a lab size of

20 students for an overall cohort size of 40 students. The budget assumes that 75% of the

students are international, and that half of the students will do an extended (8 month co

op placement instead of a 4 month placement). Note that a minimum of 20 students is

needed to break-even on the Program with a small contingency fund. Increasing the size

of the program beyond 40 does not result in any dramatic revenue generation due to the

high costs associated with delivery and overheads.
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Domestic Tuition $311,840

International Tuition $1,218,234

Total tuition income $1,530,074

Program Costs (including all lab

sections) $774,776.00

Program Costs (Fixed) $96,867.00

University Overhead $566,127.39

Total expenses $1,437,770

Carry forward / contingency 6% $92,304

The budget assumes the following overheads applied to the gross tuition for direction to
other units in the university, including the following:

•  SFU General University Revenue (OUR)

•  Vice-President Academic

•  Vice President Academic Service Units (percentage changes annually)

•  Faculty of Applied Sciences

The budget assumes that the $188,491 costs for the full time co-op coordinator, full time
co-op student advisor and half time co-op program assistant are drawn from the
university overhead, and are provided directly to SFU co-op.

•  SFU General University Revenue (GUR)

•  Vice-President Academic (standard was 69.7%)

•  Vice President Academic Service Units (changes annually)

•  Faculty of Applied Sciences,

TOTAL OVERHEADS

8.30%

9.30%

14.40%

5.00%

37.00%
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PART D: Appendices

Appendix 1 Calendar entry

Professional Master of Science in

Computer Science
MASTER OF SCIENCE

Admission Requirements

To qualify for admission to the Professional Master of Science in Computer Science,

a student must satisfy the university admission requirements for a master's

program as stated in Section 1.3.3 of the Graduate Admission section of the SFU

calendar, and the student must hold a bachelor's degree, or equivalent in computer

science or a related field, with a cumulative grade point average (CPA) of 3.00 (on a

scale of 0.00 - 4.33) or the equivalent. Alternatively, a minimum CPA of 3.33/4.33 on

the last 60 credits of undergraduate courses will also meet the CPA requirements

for admission to the program.

The School's Graduate Admissions Committee may offer, at its discretion, M.Sc.

admission to exceptional students without an undergraduate degree in computer

science or a related field. Minimally we require demonstrated competence in

computer science at the third year level equivalent to CMPT 300 (Operating Systems

1), CMPT 307 (Data Structures and Algorithms) and CMPT 354 (Database Systems).

Students who do not have the proper background in computer science may take the

three courses listed above in the Summer semester before the Fall cohort begins and

then join the program.

Program Requirements

Students will complete a minimum of 30 units of graduate work. These units are

divided into three sections: a minimum of 15 units of discipline specific graduate
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course work; 12 units of specialized lab work involving advanced industry relevant

programming; 3 to 6 units of integrated learning via co-op.

Course work for Big Data Specialization (at least 15 credits)

CMPT 726 - Machine Learning (3)

One of

CMPT 705 - Design and Analysis of Algorithms (3)

CMPT 706 - Design and Analysis of Algorithms for Big Data (3) (recommended)

CMPT 711 - Bioinformatics Algorithms (3)

At least two of

CMPT 741 - Data Mining (3) (recommended)

CMPT 756 - Big Data Systems (3) (recommended)

CMPT 767 - Visualization (3)

CMPT 825 - Natural Language Processing (3)

lAT 814 - Knowledge, Visualization and Communication (3)

STAT 852 -Modern Methods in Applied Statistics (4)

One of

CMNS 815 Communication Theories in Technology and Society (3)

CMPT 829 - Special Topics in Bioinformatics (3)

CMPT 880 - Special Topics in Computing Science (3)

CMPT 881 - Special Topics in Theoretical Computing Science (3)
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CMPT 882 - Special Topics in Artificial Intelligence (3)

CMPT 884 - Special Topics in Database Systems (3)

CMPT 885 - Special Topics in Computer Architecture (3)

CMPT 886 - Special Topics in Operating Systems (3)

CMPT 888 - Special Topics in Computer Graphics, HCI, Vision and Visualization (3)

CMPT 889 - Special Topics in Interdisciplinary Computing (3)

CMPT 894 - Directed Reading (3)

Other courses with permission of the School.

Note that STAT 652 - Statistical Learning (3) can be used in place of STAT 852 with

permission of the School.

Lab Work for Big Data Specialization (12 credits)

Students will take the following two lab courses worth 6 credits each. Only students

enrolled in the Professional Master of Science in Computer Science (Big Data) will be

permitted to enrol in these courses:

CMPT 732 - Programming for Big Data 1 (6)

CMPT 733 - Programming for Big Data 2 (6)

Co-op (3 or 6 credits)

A co-op placement is an integral part of this program. Students will register for one

or two co-op terms. With assistance from the co-op coordinator and co-op student

advisor for this program, students will be expected to find a suitable industry
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partner for the co-op placement The student may instead choose to conduct

research in Applied Computer Science at one of the various Computing Science

research labs or elsewhere inside the University as a paid research assistant to

satisfy the co-op requirement In extenuating circumstances, a student may appeal
to the program director to take an elective course from the list of electives for this

program instead of a co-op. Students are required to enroll in at least one of the

required courses in the term following the co-op term(s).

Academic Requirements within the Graduate
General Regulations

All graduate students must satisfy the academic requirements that are specified in

the graduate general regulations, as well as the specific requirements for the

program in which they are enrolled, as listed above.
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Appendix 2 New courses

CMPT 706 - Design and Analysis of Algorithms for Big Data [3)

CMPT 756 - Big Data S3^tems (3)

Both of these courses were previously developed and offered as special topics

offerings (CMPT 881 and CMPT 886 respectively] with admission restricted to only

Big Data students as part of the special cohort offering of the Professional Masters in

Big Data. Based on feedback from the previous offerings, we are proposing

permanent offerings of these courses as outlined in this appendix.
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graduate STUDiES & POSTDOCTORAL FELLOWS

New Graduate Course Propcsat
Please save the form before filling It out to ensure that the Information will be saved properly.

Course Subject [eg. PSYC) CMPT Number (eg. 810] 706 | Units (eg. 41
Course title (max 100 characters including spaces and punctuatloni

Design and Analysis of Algorithms for Big Data

Short title (for enrollment/transcript - max 30 characters!

Algorithms for Big Data

Course description (or SFU Calendar "

Concepts and problem-solving techniques that are used in the design and analysis of efficient
algorithms. Special consideration and adaptations for big data applications will be emphasized.

Rationale for introduction of this course

This is a customized course for the Masters of Big Data program. It differs from CMPT 705 in Its
emphasis on big data problems and a more applications-oriented approach.

Effective term and year
Fall 2017

Frequency of offerings/year

Course delivery leg 3 hrs/week for 13 weeks)
3 hours/week for 13 weeks

Estimated enrollment/offering

Equivalent courses (These are previously approved courses that replicate the content of this course to such an extent that students
should not receive credit for both courses.)

CMPT 705 .

Prerequisite and/or Corequisite •"

Criminal record check required? I Ives [71no If yes, then add this requirement as a prerequisite.

Campus where course will be taught l^lBurnaby CZJsurrey L-Jvancouver 1 I Great Northern Way 1—loff campus

Course Components I Iseminar I iLab D Research 1 jpracticum I lonline

Grading Basis ̂  Letter gradesi IsatisfactoryAJnsatisfactPry | |in Prograss/Compteia Capstone course? □ ves Bno
Repeat for credit? *'* [ Ives 1/|nq Total completions allowed? Repeat within a term? ^Ives [3^ No
Required course? ( Ives I^Ino Final exam required? / Yes nNo I Additional course fees? I Ives ITIno
Combined with an undergrad course? 0 No 'f y®^. identify which undergraduate course and what the additional course
requirements are for graduate students:

• Course descriptions should be brief and should never begin with phrases such as "This course will..." or "The purpose of this course
is..." If the grading basis is satislactory/unsatisfactory include this in the description.
*" If a course is only available to students in a particular program, that should be stated in the prerequisite.
••• This mainly applies to a Special Topics or Directed Readings course.
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RESOURCES

If additional resources are.required to offer this course, the department proposing the course should be prepared to
provide information on the sourcelsl of those additional resources.

Faculty membeiis] who will normally teach this course

Joseph Peters, Andrei Bulatov, Valentine Kabanets

Mdltlonal faculty members, space, and/or specialized equipment required In order to offer this course

CONTACT PERSON

Department / School / Program Coittact name Contact email

Computing Science Fred Popowich popowich@sfu.ca

len- DEPARTMENTAL APPROVAL

REMINDER: New courses must be Identified on a cover memo and confirmed as approved when submitted to FGSC/SG5C.
Remember to also include the course outline.

Non-departmentaUzed faculties need not sign

Department Graduate Pre^ram Committee

ftViQ-Hpch ctrufl
Deparpxteht Chair

Hori
Signattde f
So

Date

OchA\.^li,

LIBRARY REVIEW

Library review dona? □yes
Course form, outline, and reading list must be sent by FGSC to Ub-courseassessmentQsfu.ca for a review of library
resources.

OVERLAP CHECK

Overiap check done? QyES E3n/A
The course form and outline must be sent by FGSC to the chairs of each FGSC [fgsc-UstOsfu.ca] to check for an
overlap In content An overiap check is not required for some courses (le. Special Topics, Capstone, etc.)

FACULTY APPROVAL

This approval indicates that all the necessary course content and overlap concerns have been resolved, and that the
Faculty/Department commits to providing the required Library funds and any other necessary resources.

FacuUy Graduate Studies Committee (FGSCl Date , 1 . . .

N CW \ 1 (i
/ J ' o

WSB» SEM&TE graduate STUDIES COI«l>itT7EE^PROVAL
^nate Graduate Studies Committee (S6SCI Date

AOMMISTRATIVR SECTION (fer DOS ofRca only)
CaufftAMrtfctlfi

CfluraaAtlAutaV&tuei
htrtfugtian ttodet
AttetAnee TSmflt

If Cerent from regiiiar tadist
teademie Progress thytsi
FbtoneM Aid Progress IMtsI ̂
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CMPT 706 - Design and Analysis of Algorithi^ for Big Data

This 0011186 is piimarity a couise on problem, sobniig - cho<^iiig good apfwoachcs and
ognizing when a scdution is a good sohitkm. The objective of this course is to introduce
concepts and probieznrsolving that are used in the design and analysis of effici^it
algorithms for big data applications.

Course Outline

Algorithms with large numbon: Aaymptotics, Cryptography) Hashing, Randomization

Divide-and-oonquer: Recurrence, Sorting, Selection, liower bounds

Grsphs: Graph searches and applicatiozs, Trees, Shortest paths, Priority queues

Greedy algorithms: Spanning trees, Amortized analysis, Huffman encoding

Dynamic programming: Shortest paths, Itongest subsaquences. Knapsacks, Memoization

Algorithms for large-scale graphs: VerteK-oentiic and edge-centric epproadies

Algorithm design for Map-Reduce: Conqileodty analysis and trade^iffii

Conmstenf^ in large distributed ̂ ^ystems: Paxos consensus, CAP theorem

Algorithms for large datas^s: Thne-aocaracy tradeoffs

Suggested Tbxtbooks

AlgorUhms^ S. Dasgupta, C. Papadimitriou, U. Varirani, McGraw-KU, 2008.

AlgoriUm DesigUt J. Kl^beig, E. Ibrdos, Addlson Weal^, 2006.

InMtuciiUm to Algoriihrns (Srd EdiiionJt T;H. Gormen, C.B. Leiserson, R.L. Rivest, C.
Stmn, MTT Press, 2009.

Quizes 30%
HnalE3cam40%
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(GRADUATE STUDIES & POSTDOCTORAL FELLOWS

Naw Graduate Course Proposal
Please save the form before filling it out to ensure that the information will be saved properly.

Course Subject (eg. PSYCl CMPT Number (eg. 810) 756 Units (eg. 4)

Course title (max 100 characters including spaces and punctuation)

Systems For Big Data

Short title [for enrollment/transcript - max 30 characters)

Systems For Big Data

Course description for SFU Calendar •
From hsallli care to social media the world generates a tremendous amount of data every day. rtten too much to be processed on a single computer
or even some-limes a single data centre. In this graduate seminar we will leam about technologies and systems b^lnd Big Data. In particular, we will
discuss what challenges exist in processing and storing massive amounts of dma. We will explore how these tfiallenges are being solved In real-worW
systems as well as the llmiiations inherent in these designs. The evolution of these technologies will be explored by reading both cunent and
historically significant rese^ papers.

Rationale for introduction of this course

This course Is currently being taught as specials topics In operating systems (cmpt-886) and is a course offered to
students taking the Professional Master's Program in Big Data. With the conversion of the big data program to a
permanent program and the Importance of efficiently designed systems for processing big data, this course should be
offered regularly. — -
Effective term and year Course delivery (eg 3 hrs/week for 13 weeks)

Fall 2017 (1177) 3 hours per week for 13 weeks

Frequency of offerings/year ^ Estimated enrollment/offering

Equivalent courses (These are previously approved courses that replicate the content of this course to such an extent that students
should not receive credit for both courses.)

CMPT 886 when offered as a special topics course In big data
Prerequisite and/or Corequisite *•

Operating Systems (CMPT-300) and Data Base Systems (CMPT-354). or equivalents.

Criminal record check required? rives [71 No if yes, then add this requirement as a prerequisite.

Campus where course will be taught Burnaby EZlsurrey LUvancouver I I Great Northern Way I loff campus

Grading Basis[TlLettergradesdlSatisfactory/Unsatisfactory [HjinPmsress/Compieie

Repeat for credit? i ives [TIno Total completions allowed? Repeat within a term? C^Yes [7] No

Required course? 1 Ives I71no Final exam required? ^^Yes [7] No Additional course fees? 1 Iyos |7|no

Combined with an undergrad course? j jv
requirements are for graduate students:

'es [7] No If yes, identify which undergraduate course and what the additional course

• Course descriptions should be brief and should never begin with phrases such as 'This course will..." or 'The purpose of this course
Is..." If the grading basis is satisfactory/unsatisfactory include this in the description.
" If a course Is only available to students in a particular program, that should be slated In the prerequisite.

This mainly applies to a Special Topics or Directed Readings course.
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OBi^ RESOURCES

If additional resources are required to offer this course, the department proposing the course should be prepared to
provide information on the sourcefs] of those additional resources.

Faculty memberis) who will normally teach this course

Ryan Shea

Additional faculty members, space, and/or specialized equipment required In onler to offer this course

Arrvindh Shriraman can also teach the course
Specialized equipment is available in labs within the School of Computing Science

CONTACT PERSON

Department / School / Program Contact name Contect email

Computing Sdenca Fred Popowich popowich@sfu.ca

DEPARTMENTAL APPROVAL

REMINDER] New courses must be identified on a cover memo and confirmed as approved when submitted to FGSC/SGSC.
Remember to also include the course outline.

Non-departmentalized faculties need not sign

Department Graduate Program Committee

fa'noLU
Depanment Chatr

fiTeg Mort

.0-014

« Mi

LIBRARY REVIEW

Library reviaw done? □yes
Course form, outline, and reading list must be sent by FGSC to Ub-coureeassessmentSsfu.ca for a rewew of library
resources.

OVERLAP CHECK .

Overtep check done? [^YES
The course form and outline must be sent by FGSC to the chairs of each FGSC [fgsc-UstI9sfu.caI to check for an
overlap in content. An overlap check is not required for some courses (ie. Special Topics, Capstone, etc.)

IHg» FACULTY APPROVAL
This approval indicates that aU the necessary course content and overlap concerns have been resolved, and that the
Faculty/Department commits to providing the required Library funds and any other necessary resources.

ommittee (F6SCI SignatureAcuity Graduate Stud
1]^

SENATE GRADOATE STUDIES COM APPROVAI.

Senate Graduate Studies Committee (SG5CI Signature

ADMIKSTRAKVE SECTION Hdr 08S office ont)^
CoifiKe Attrfiwlei
Course Attrfbute Wluei ̂
btslructien Mod« '
Attendenee TVpoi •

If rfffrerentfroni regutar t»Kat
^Uademle Process Unltsi
nnandal Aid Pregrtss Unttf i ̂
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Course Outline - CMPT 756 - Big Data Systems

Calendar Objective/Description
From health care to social media the world generates a tremendous amount of data
every day, often too much to be processed on a single computer or even some-times a
single data centre. In this graduate seminar we will learn about technologies arid
systems behind Big Data. In particular, we will discuss what challenges exist in
processing and storing massive amounts of data. We will explore how these challenges
are being solved in real-world systems as well as the limitations inherent in these
designs. The evolution of these technologies will be explored by reading both current
and historically significant research papers.

Instructor's Objectives

In this graduate seminar we will learn about technologies and systems behind Big Data.

1. What are the challenges in processing and storing massive amounts of data?

2. How are these challenges being solved in existing systems?

3. What are the limitations of existing systems?

4. We will learn by reading research papers, by watching technical talks and by

discussing the material.

Prerequisites

Operating Systems (CMPT-300) and Data Base Systems (CMPT-354), or equivalents.

Topics

Operating System Fundamentals
Virtualization

Big Data File Systems
Big Data Bases (NoSQL)
Cloud Computing
GPGPU (CUDA and OpenCL)
Big Data Processing Applications (Hadoop arid Spark)

Grading

Project; 60%

Homework assignments: 25%

Class participation and Paper Summaries: 10%

Quizzes: 15%



Schedule CMPT 756

Habmliicitoa

WEEKl:
Lecture 1; Course Introduction

\VEEK2
j Lecture 2/3; Q/S Reviiew

WEEKS
1 Lecture 4/5i Q/S Fundamentals

Ibplc: Nh]]d<k>ie Piogiaoaniing and !htio Cloud

WEEK4
Lecture 4i Multi-Core Rgvolution

Lectures; Inm? CM

Ibpic: MuM-Core and Cloud Cmnimied

WEEKS Lecture 6: Multj-Core Revolution(Part 2)

Lecture 7: Cloud Computing - 2(Live Demo)

Ibpic: Scheduluigand^^

WEEK 7
Lecture 8: SdieduHng

Lecture 9: Vhtualization

Ibpic: Main Memmy+Vlitudizatton H

WEEK 8
Lecture 10: Mafai Memoiy -1

Lecture 11: Multi-core qoiz('*'Viitualization n)

Ibpic: Virtual Memory+GPGPU

WEEKS

j Lecture 10: Main Memory -2

..L.
Lecture ll:\^itual Memory



Tc^ic: Mrtual MenxHy and GPU Lab

WEEK 10
Lecture 13: Vhitffial Memory

Lecture 14: GPGPU Lab ffl8401

IbpicFSSe-Syston 4* Big-Det^)ases

WEEK 11
Lecture 15; FHe-Systemis

Lecture 16: Cbmd-Computiiig Lab (9840)

Topic: Big DataPioceaaing
I

WEEK 12

Lecture 17: Big Data Processiiig (Hadoop +
Spark)

Lecture 18: Big-Database

Obpic: Hcdiday+Fio2d Qaiz

WEEK 13 Monday Holiday

Lecture 20: Quiz 3(Virtualization + FUe^tem)
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Appendix 3 Market Anafysis

Institutions Providing Similar Programs

The following table provides detailed information on similar programs at other
Canadian institutions.

•  http://www.sfu.ca/'^popowich/private/appendix_bigdataprograms.htm

Interest in the Program

Through social media, we have been able to determine the amount of interest in the

program i^e promoting it to potential students and employers. Below are some SFU
Big Data Social Media Statistics and links, along with some comparison numbers for
other SFU initiatives as of June 14,2016.

Facebook

www.facebook.com/sfubigdata

•  Launched account on May 25^, 2015.
•  1,569 likes.

•  Compare to:

o SFU Career Services: 1,563 likes

o SFU Applied Sciences: 1,411 likes
o SFU Graduate Studies: 779 likes

Twitter

www.twitter.com/bigdata SFU

•  421 followers (compare to 18 followers as of November 2014)
•  tweets: followers ratio = 0.80 (336 tweets: 421 followers)
•  Compare to:

o SFU Applied Sciences: 2.87

o SFU Graduate Studies: 4.87

o SFU Career Services: 2.22

• Note that we get the same number of followers as some of the comparable SFU
accounts - with only 1/6 to 1/3 of the tweets

YouTube

^^'ww.voutube.com/user/SFUBigData

•  43 subscribers since launch on Mar. 7^, 2013
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•  3 videos uploaded

o compare to SFU Faculty of Applied Sciences: 69 subscribers for 41 videos
uploaded

Linkedln

wvynv.linkedm.com/edu/school?id=187080

•  151 followers (since launch on Jan. 13*^, 2016)
o compare to 317 for Faculty of Applied Sciences page

Other Links

Convocation 2016 photo album (Facebook):
https://www.facebook.com/media/set/?set=a. 1058703020886023.1073741836.85320545

8102448&tVDe=3

News section from Big Data website:
http://www.sfu.ca/computing/current-students/graduate-students/academic-

programs/bigdata/news.html

"Meet Our Students" Feature on Big Data website:
http://www.sfu.ca/computmg/current-students/graduate-students/academic-
programs/bigdata/students2015 .html

Most recent Big Data Industry Newsletter issue:
https://www.mailoutinteractive.com/Industrv/View.aspx?id=788962&p==f310

Global News features our students' research on Vancouver housing crisis in a video:
http://globalnews.ca/video/2640086^-c-govemment-must-help"Stop-soaring-house-
prices-sfu-report/

The Globe and Mail writes about our students' findings on Vancouver's housing
problem:
http://www.theglobeandmail.com/nevys/british-columbia/extemal-factors-setting-

vancouvers-housing-costs-universitv-studv-finds/article29640207/

Metro News features a big data student's project on chocolate:
http://wvywjnetronews.ca/pews/vancouver/2016/02/15/sfu-student-using-big-data-to-

find-chocolate-lovmg-cities.htmI

SFU's The Peak writes about our student's project on chocolate:
http://www.the-peak.ca/2016/02/sfu-student-tracks-chocolate-vyith-instagram-data/

Additional employment information on the next several pages
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Job Bank
Home > Explore Careers by Occupation > Job Market Report > Printing Options > Print Preview

Software Engineers and Designers (NOC 2173)

Lower Mainland - Southwest Region, British Columbia

Description

Software engineers and designers research, design, evaluate, integrate and maintain software
applications, technical environments, operating systems, embedded software, information
warehouses and telecommunications software. They are employed in information technology
consulting firms, information technology research and development firms, and information
technology units throughout the private and public sectors, or they may be self-employed.

CanacSi

Included Job Titles

application architect, computer software engineer, embedded software engineer, software
architect, software design engineer, software design verification engineer, software designer,
software engineer, software testing engineer, systems integration engineer - software, technical
architect - software, telecommunications software engineer.

+ View more

Wages - Canada

Wage Estimates

Location

Wage ($/hr)
Note

i
Low j  Median j High

Alberta 26.92 45.00 ; 75.00 1  Note

British Columbia 20.00 39.42 ! 57.69 J  N??®
Manitoba 18.87 34.69 51.19 Note

New Brunswick 18.86 39.29 49.63 Note

Newfoundland and Labrador N/A N/A ■ N/A Note

Northwest Territories N/A N/A N/A Note

Nova Scotia 2o!96 33.33 52.40 Note

Nunavut N/A N/A N/A Note

Ontario 26.92 43.27 59.13 Note
J

Prince Edward Island N/A N/A N/A Note

Quebec ! 25.64 35.60 48.72 Note

Saskatchewan 14.99 37.28 54.21 Note

H

http://www.Jobbanl(.BC.ca/pr{nLi'eport>eng.do?ROC*2173&are8»26566 Page 1 of 6
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Yukon N/A N/A N/A Note

[ Source: Labour Market Information - ESDC 1 Wage Methodology J

Please consult the Lower Mainland - Southwest Region and British Columbia tabs for more useful
information related to wages.

Outlook & Prospects - Canada

National Outlook' 10-Year Projection (2015-2024)

This section provides labour demand and labour supply projections for this occupation over the
2015-2024 period.

Occupational Outlook

SHORTAGE: This occupational group Is expected to face labour shortage conditions over the
period of 2015-2024 at the national level. The section below contains more detailed Information
regarding the outlook for this occupational group.

The data In the following table are derived from ESDC's Canadian Occupational Projection System
(COPS). COPS uses a variety of models to produce a detailed 10-year labour market projection per
broad skill level and per occupation at the national level, which focuses on the trends of labour
supply and labour demand over the next ten years.

Employmeht In 2014 48,400

Median Age of workers in 2014 41

Average Retirement Age in 2014 62

Occupation Projection for Canada

In order to determine the expected outlook of an occupation, the magnitude of the difference
between the projected total numbers of new Job seekers and Job openings over the whole
projection period (2015-2024) Is analyzed In conjunction with an assessment of labour market
conditions in recent years. The Intention is to determine If recent labour market conditions
(surplus, balance or shortage) are expected to persist or change over the period 2015-2024. For
Instance, if the analysis of key labour market Indicators suggests that the number of Job seekers
was Insufficient to fill the Job openings (a shortage of workers) In an occupational group In recent
years, the projections are used to assess If this situation will continue over the projection period or
If the occupation will move towards balanced conditions.

The analysis of key labour market indicators such as employment and wage growth as well as the
unemployment rate suggests that the number of Job openings exceeded substantially the number
of Job seekers In this occupational group over the 2012-2014 period.

Fbr Software engineers and designers, over the period 2015-2024, new Job openings (arising
from expansion demand and replacement demand) are expected to total 18,600, while 18,200

http://www.Jobbank.gc.c8/prinLreport-eng.do?nocs2173&areaa2S565 Page 2 of 6
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new Job seekers (arising from school leavers. Immigration and mobility) are expected to be
available to fill them.

As job openings and job seekers are projected to be relatively similar over the 2015-2024 period,
the labour shortage conditions seen In recent years are expected to continue over the projection
period. A more detailed analysis of the outlook of this occupation will t>e released in the coming
weeks.

This Chart contains data for Projection of Job Openings vs. Job Seekers for Canada.
Information Is available in the following tables.

Category

Expansion Demand
Retirements

Other Replacement
Demand

Emigration

Projected lob
Openings

Category

School Leavers

Immigration

Other

Projected lob Seekers

Openings , %

9,600 52%

7,100 38%

1,200 6%

800 4%

18,600 100%

Seekers

18,400

7,200

-7,500

18,200

%

101%

40%

-41%

100%

[ Source: Canadian Occupational Projection System (COPS)}

In which industry or sector do people In this occupation find jobs In Canada?

This table shows the Industry and sectors employing the highest number of people In this
occupation.

Industry / Sector

Professional, scientific and technical services
Information and cultural Industries

Manufacturing

Wholesale trade

Finance and insurance

Public administration

%

50^3
13.96

10.39

9.22

5.79

3.15

[ Source: National Household Survey 2011 - Statistics Canada | legal note ]

What percentage of people In this occupation are eelf-employed?

According to the Labour Force Survey (2014), In Canada, 11% of workers In this occupation were
self-employed, while the average for all occupations was 14%.

http://www.Jobbanlc .gc.ca/prlnt_report-eng .do?noe*2173&arftaB2556S Pegs 3 of 6
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[ Source: Uibour Force Survey - Statistics Canada } legal note ]

What proportion of people in this occupation work full-time?

Accordlnc to the Labour Force Survey (2014), In Canada, 99% of workers In this occupation
worked fUll-tlme, compared to the average of 81% for ail occupations.

[ Source: Labour Force Survey - Statistics Canada I Legal note ]

What Is the proportion of women working in this occupation?

Accoming to the National Household Survey (2011), In Canada, women represented 17% of
workers In this occupation compared to the average of 48% for all occupations.

[ Source: National Hcusehotd Survey 2011 - Statistics Canada I Legal note ]

What percentage of people In this occupation are members of a union?

This occupation (Software Engineers and Designers) is part of a larger group called Computer
and Information Systems Professionals (NOC 217). According to the Labour Force Survey
(2014), in Canada, the unionization rate for this group was 20%, while the unionization rate for all
occupations was 30%.

[ Source: Labour Force Survey - Statistics Canada | Legal note }

Please consult the Lower Mainland - Southwest Region and British Columbia tabs for more useful
Information related to outlook.

Education & Job Requirements - Canada

Employment Requirements

Employment requirements are prerequisites generally needed to enter an occupation.

• A bachelor's degree, usually in computer science, computer systems engineering, software
engineering or mathematics
or

Completion of a college program in computer science is usually required.
• A master's or doctoral d^ree in a related discipline may be required.
• Licensing by a provincial or territorial association of professional engineers Is required to

approve engineering drawings and reports and to practise as a Professional Engineer
(P.Eng.).

• Engineers are eligible for registration following graduation from an accredited educational
program, three or four years of supervised work experience in engineering and passing a
professional practice examination.

• Experience as a computer programmer Is usually required.

[ Source: Notional Occupational Classification ZQ06 - ESDC ]

Regulation by Province/Territory

Some provinces and territories regulate certain professions and trades while others do not. If you
have a licence to work in one province, your licence may not be accepted In other provinces or

http://www.]obb8nk.gc.ca/print_report-eng.do?noc"2173&aFBaa2SS66 Page 4 of 6
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territories. Consult the table below to determine In which province or territory your
occupation/trade Is regulated.

Location Regulation

Alberta

Manitoba
New Brunswick

Newfoundland and Labrador tHBSSBQSSHIIP
Northwest Territories flHDSiiiBSEHIP
Nova Scotia
Nunavut ^ flHlffiBlEBHlP
Ontario

Saskatchewan

I oHPlSBsniai
[ Source: Ubour Market Information • ESDC ]

Education Programs

Programs In the order In which they are most likely to supply graduates to this occupation
(Software Engineers and Designers):

• Computer Science
« Electrical, Electronics and Communications Engineering
• Computer Engineering
• Computer and Information Sciences and Support Services, General
• Engineering, General

C Source: National Household Survey 2Q11 - Statistic Canada ]

Apprenticeship Grants

There are two types of Apprenticeship Grants available from the Govemment of Canada:

• The Apprenticeship Incentive Grant (AIG) is a taxable cash grant of $1,000 per year, up
to a maximum of $2,000 per person. This grant helps registered apprentices In designated
Red Seal trades get started.

• The Apprenticeship Completion Grant (ACG) is a taxable cash grant of $2,000. This
grant helps registered apprentices who have completed their training become certified
joumeypersons In designated Red Seal trades.

[ Source: CanLeam - HRSDC J

Information for Newcomers

Please consult the Lower Mainland - Southwest Region and British Columbia tabs for more useful

http://www.lobbank.gc.ca/print.report-eng.do7noca2173&areaa25S65 Page S of 6
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information reiated to education and job requirements.

Date Modified; 2013-09-20

http://www.|obbank.gc.ca/prinLr8port-eng.do?nocs2173Siareas25565 Page 6 of 6
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Appendix 4 Consultation comments

Before launching the special cohort in 2014, we commissioned a survey to reach potential
applicants to the proposed program. We received close to 500 responses to this survey
and there was overwhelming interest in this program. The summary of the survey results *
is attached in this section.

The main group of people we were able to reach in our survey who were enthusiastic
about the special cohort program were SFU students. The majority of these students,
from the Faculty of Applied Sciences and from other units across campus, stated that they
would be int^sted in obtaining a professional master's degree. The survey clearly shows
that there is a perceived need for such a fulltime professional master's program among
our own students.

Prior to the launch of the special cohort program, we had also received more than 50
emails e^essing interest in this program from international students who had joined a
mailing list that would provide details about the proposed program viien it was approved.
Since then, we have received well over 3000 inquiries from prospective applicants for
this program.

We have consulted with other universities in the development of the Program, and have
requested letters of support from a selection of these universities, as summarized below.

• Dalhousie University
•  Ryerson University
• University of British Columbia

We also had presentations and feedback on our special cohort program at the following
refereed conference.

Anoop Sarkar, Fred Popowich, Alexandra Fedorova (2014). A Professional Big Data
Master's Program to train Computational Specialists, BIG DATA AND
ANALYTICS EDCON 2014, October 25th and 26th, Mandalay Bay: Las Vegas,
Nevada.

Based on feedback obtained from c6>op employers, students, and advisors during our first
offering of the curriculum in 2014-2015 as a cohort special arrangements master's
program in Big Data through the Office of Graduate Studies at SFU, the curriculum was
restructured to have key courses moved to earlier in the program (before the co-op
placement). Although this results in a very high credit load during the first two semesters
of the program, the students from cohort two (2015-16) and from cohort three (2016-17)
have generally been able to manage the load, plus we have made arrangements for a
reduced course-load alternative that allows for a more even distribution of work over the
duration of the program. The 35% attrition rate we saw for the first cohort became less
than 10% for cohorts two and three. Additionally, we have made provisions for additional
non-computing science courses to be available to students.

Full Program Proposal Page 27



Ryerson
University
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Fred Popowich, PhD
Professor

School of Computmg Science
Simon Fraser University

August 16,2016

Dear Dr. P<^wich,

I would like to express my full siq)port to your proposed professional MSc program in Computer Science. The
program focuses on Big Data, and <x>mputafional skills to build models, design of algoriUims for data scioice
and analytics.

This program would be highly relevant to the needs of soci^ by promr^ing business growtih, economic
developmoit and employment generation in Canada and globally. The increased flow of digital information,
which is characterized by hi^ volume and variety, provides opportunities for transforming this big data into
business intelligence. Demand is growing for data analytics expertise within all sectors, and across a variety of
business domains. Tens of thousands of individuals have already be^ hired globally by organizations
mandated by statute to use their technical and analytical skills to run and maintain information technology
systems and dat^ases. However, only a small subset of these professionals has been trained in die creation,
managemmt, int^ration, oiganization and delivay of data analytics metiiods and processes ̂ lied to data
science and analytics implementation. Therefore the technical focus of the program combined with die co-op
opportunities makes it unique and very relevant for Canada and globally.

School of Computing at Simon Fraser University is well positioned to deliver this program since the faculty
members possess the divme skill sets needed for this emerging discipline. Core technical skills such as mati^
statistics, machine learning, programming, artificial intelligence, and domain knowledge are the core
con^setencies that are in greatest demand in foe marketplace. The masters program is well designed to meet foe
requirements of foe marketplace. One other stroigtfa of foe program is that it aims to engage industry partners
from diverse domains to access extensive data as well as opportunities for foe students to work on industry
problems.

Based on foe above, I strongly ̂ ppoit foe proposed professional MSc Program in Conqruter Sci^ce.

Yours sincerely.

Ayse Bener, PhD
Professor and Director

Data Science Lab

Director, Big Data, Office of the
Provost and Vice President Academic

ADDRESS: 350 Victoria Street. Torertto. Ontarb, Canada iyiSfi 2K3 i TEL- 416-670^, X^ISS | FAX: 4i6-9?fr«265
WEB: wtmjymonxalfrto

■Ryerson
University



a place of mind
THE UNIVERSITY OF BRITISH COLUMBIA

D^wrtRMintofStaastict .
The Unhmsliy of Britisli ColumMt
3182 Eofth Sdoneoa BuUing
2207 Main MaD, Vancouvar, BC
Canada VBT1Z4

Paul Guatafdbn, Ph.O.
Profaaaor

Tab (604) 822-1300
Fax: (6(H) 822^960
Email:
wob:

June 24,2016

Professor Fred Popowich
Director, SFU Professional Master's Program in Big Data
Simon Fraser University
8883 University Drive
Bumaby BC
V5A1S6

Re: Support of your nevr program

Dear Dr. Popowich:

We are writing to provide our strong support for the creation of the Professional Master of
Science in Computer Science degree program at Simon Fraser University.

The initial offering of the proposed program in the form of the SFU Professional Masters'
program in Big Data has already established itself as providing knowledge and training needed
by B.C. industry. This demand is evident from the str^ placements of graduates from the Big
Data Masters* prograriL

Studies in Canada and the U.S. both call out the critical need for graduates with skills in big data
and data science. The value chain related to big data and data science spans from obtaining and
handling large amounts of data through to the extraction of knowledge from the data to taking
action on extracted knowledge to effect change in organizations. At UBC, the Faculty of Science
is in the midst of launching a new Master of Data Science (MDS) program with the first students
starting in September 2016. The 10-month MDS program is offered jointly by the Depa^ent of
Computer Science and the Department of Statistics and provides students with the skills to apply
descriptive and predictive techniques to extract and analyze a wide variety of data. The program
also focuses on providing graduates the ability to communicate knowledge gained fifom data
analyses to guide change in organizations. Despite a short period of time available for recruitment
for the September 2016 launch, the program has attracted a very strong applicant pool, with an
anticipated acceptance rate of approximately 25%.

The UBC MDS program complements the SFU Professional Masters on Big Data. The UBC
program targets students without degrees in Computer Science or Statistics, whereas the SFU
program is designed for students already having a degree in Computer Science. As a result, the

1



two programs do not overlap in the target population of applicants. Graduates from the SFU
program are finding jobs primarily as data architects and sottware engineers. The target jobs for
UBC MbS graduates are more likely to be as data analysts or data scientists.

Togeflier* the UBC MDS program and the SFU program help position B.C. to be the leader in
in data science and big data education and help position B.C. to be a leader within North

America. Both programs will provide graduates that will help grow B.C.*s technology sector as
well as enhance other sectors that are increasingly dependent on data, such as health and
resources.

Yours Sincerely,

Paul Gustafson

Professor of Statistics
Co-Director, Master of Data Science Program

Raymond Ng
Professor of Computer Science
Co-Director, Master of Data Science Program



August 18,2016 ^ —
universtty

i \Kui^QfOwipUttrSd$B&:

Prof. pr> Fred Pppowich
Pi:pf6ssor, School pf Confuting ̂ciPnce
Simon Fraser University
tel: (77S) 782-4193
pdpo^ph@sfu.ca

Dear Prof. Popowichi

I am ̂^ting in support of the Professional Master of Science in Computer Science^ and in
particular its instantiation in Big Data* The proposed program intends to formalize its offering as
a cohort special arrangements program over tiie last three years. Strengths of the proposed
program include:

1. A solid research foundation. The proposed progmm will capitalize oil the research
excellence in the area of Bjg Data of the School of Computing Science, and its le^ership
in collaborative research with industry fhrough initiatives such.as VIVA and the
VARDEC cOnsoitium. The proposed program \wll offer Srst*cias5 education and training^
by eminent researchers.

2. The focus on programming for Big Data. This Is an emerging.technicaJ skill that is In hj^
demand by companies that we active in the Big Data space, such as IBM, Google,
Microsoft, Amazon, Facebook, SAP and Linkedln. It is a hecessaiy part of the traming
helping bridge the gap between theory and practice, that is weaker in other similar
programs.

3. The highly structured nature of the program and the tight timeline of 16-18 months for
completing the prograniy Prospectiye suidents with a career objective to work in indiiatiy
want to acquire the necessaiy skills efficieiitiy and then join the work force in a timely
manner, The proposed program fulfills this requirement.

4. The mandatory co^op component* GiadudteS of this, program will be significantly mpre
marketable after having acquired Canadian work experience through the co-op temii;

5^ Success as a special arxarigements program. The proposed program has been running for
the last three years, and it has demonstrated Its popularity, as the impressive growth in the
number of applicants clearly demonstrates. Such growth, eomhmed with keeping the
enrollment number fixed at its current level ensures a very strong student and graduate
pool. Placement rate for internships has been 106%, which su^ests that the demand by
industry is quite strong.

Oftke^of UttOeari • (krfdbefs Computer Sdence BuiWlnE* 6050 Uniyersity Avenue
• ̂lif^'NS B3jH 1W5 Canada • Teir^^494J199f-i^9of>$94.3962 • www.c5.daLca



-2

6. Flexibility in admission jfequirenjetit&. The flexibility of the program in requiring
computer science competence at die 3"^ year level on the basis of three core courises.
whi^ can be taken in the summer beibre joming the program.

7. Compiementaiy nature. The discussion of the main competitors, both within and outsdde
BC, makes a strong case that the proposed program ofibrs a degree that complements well
existing offerings in Canada, 1 expect that grow^ in the demand ofbig data skills
allows room for several more programs like tire proposed one.

Sbnie questions regarding the resource requirements of the proposed program include:
1, What will be the level of utilization of te VIVA lab by students in the program? Isr there

a plan for equipment ren^l?
2^ Amazon compute cloud and Oopgle Compute Engine are not fme. Has the cost of these

resources been factored into the financial pl^ingfor the proposed program?
3. Aithou^ the program appears to generate signifkani surplus, a detailed financial analyss

woukl be helpful in planning.

pve^h I am pleased to lend my strong suppmt to the proposed degree* It aims to satisfy the
significant growth of the big data job market, and it builds on research strengths of the School,
and a very positive experience with a spectaloffermg of the program over the last three years.

Voiirs sincerely.

Dr. Andrew Rau-Chaplin
Dean
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Appendix 5 Letters of support

In addition to the resources within the School of Computing Science described in part C,
the attached letters and memos indicating that sufScient space and other resources are
available for the Program. Also included are letters of support &om other units within
Simon Fraser University.

The letters and memos are from

• The Vancouver Institute for Visual Analytics
•  The Department of Statistics
•  The Faculty of Education
•  The Faculty of Health Sciences

Full Program Proposal Page 28



VTVA

Simon Pratiar University
VIVA (ASS 10906)

am UnfwreHy Drive
Bumaty, British Columbia

Canada V6A188

Contact; farfQOvIva^a.cfl

Web: WWWtVfVB^VlVthffl

Irisiitute Isr Visual Amilylfcs

26 Juno 2016

Dr. Greg Mori, Director
Sctiool of Computing Science
Simon Eraser University
8888 University Drive
Bumaby,BC
V5A1S6

Re; Support for Professional Masters Program In Big Data
i

Dear Dn Mori,

AsDirectorof the Vmcouverlnstitiite&r Visual Analytics (VIVA), I am writing to express our oithiisiastic
support for &e School of Conqaxting Science's proposed PiO&ssional Masters Program in Big Data.

VIVA is a joint UBC-SFU Institute dedicated to developing >^sual Anafytics (VA) expertise in industiy,
government and institotions across Canada, as well as fostering collaborative VA'reseaich. VAis tiie acimice
of analytical reasoning facilitated by interactive visual infer&ces. VA tools and techniques enable analysts to
^thesize and esplore infbrmation and derive insist from massive, dynamic and possibly conflicting data
collect^ns. VA constantly deals witii issues in big data, so graduates from the proposed program would be
well suited for care^ with the Industrial partners of VIVA, and in caiems dealing with visual ana^riics
research, development and ajqilications.

VIVA is committed to assisting the School of Conqmting Science on the proposed program in a number of
wi^s. First, we will provide students in new program with fbll access to our Visual Analytics Research and
Instructioiaal Labs (VARI Labs). The laboratory contains a wide selection of state of tiie art visual analytics
software, along with the capacity to develop and deploy new software for use on a wide range of platfhrms.
Note that Western Economic Diversification Canada has provided $513,141 in funding for the labs, with
ftnoriic $1.5 winilftTi in-kind contribution from IBhL along with other big data software provided by VIVA
partners. Second, we will assist in finding internships finr the graduate students through our partner
oiganizations and fhiou^ our Andrew Wade Visual Analytics Challenge Program. Third, frculty members
affiliated with VIVA will be willing to act in advisory roles in curriculum de^opment activities* Finally,
VIVA will also work at promoting the new program through its partnerships including the newly established
national not-for-profit Canadian Network for Visual Analytics (CANVAC), involving researchers from
Dalhousie University, OCAD University, Simon Fraser University, University of British Columbis tiie
University of Alberta, the Univwsity of Calgaiy, and York Univasity.

We sincerely look forward to die opportunity of working witii tiie School of Conqnitiog Science on tills
initiative.

Sincerety,

a-tf:
Dr. Ted Kirkpatrick
Director
Vancouver Inatitute for Visual Analytics
tad@8fu.ea +1.776.782.8839



FACULTY of SCIENCE

SttUistica Sc Actuac&l Science

SCK1054S

8688 Uotvcniiy Dxive^ Bucnaby, BC
Canada V5A186

TOL77a7a2J803

FAX 778.782.4368

ww.atst-afii'Q

Date; 30 June 2016

To: Fred Popowich, School of Computing Science
Rc: Si^port for Professional Masters in Big Data

Our department has reviewed the proposal for a Professional Master of Science in Computer Science
degree, which offers students specialized training in Big Data. We see the need for Big Data training as a
large and growing trend, and heartily support this program.

We offei" two courses that could be used to supplement the program's offerings: STAT S52 Modem
Methods in Applied Statistics, and a fisrdicoming course STAT 652 Statistical Learning. The latter
course is an introductory course that will offer a statistical perspective on machine learning, accessible to
an audience with a relatively low background in statistics and mathematics, while the former teaches
expansive topics in the same area at a level assuming advanced regression and some intermediate
statistical theory.

As the Professional Master of Science in Computer Science program expands its areas of specialization,
there may be need for topics where there is considerably more need for education in Statistics. We stand
ready to collabcvate with and siqiport our colleagues in Computing Science iffwhcn such a need arises.

Sincerely,

I  •

\ >1*/-s ' n
4

Thomas M. Loughin
Professor and Chair

778-782-8037
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OfOce of (be Associate Dean,
Graduate Studies & Research

8888 University Drive
Bumaby BC V5A 1S6
Canada

T: 778.782.4858

F: 778.782.4203

www.educ.sfU.ca

ATTENTION Fred Popowich I TEL

FROM Phil Winne. Aasoclate Dean. Graduate Studies & Research

RE Professional Master of Soience In Computer Science; Big Data

DATE 2016 June 27

Fred,

TIME 11:10

Thanks very much for sharing your Schoors proposal. While some may
perceive a weak connection between this program and the education enterprise,
they would be overlooking the vast and varied data about more than 5M students
enrolled in Canadian public elementary and secondary programs and 2M
Canadian post-secondary students.

It's apparent the objectives, design and intellectual resources ofthe program are
first class. I anticipate opportunities for students enrolled in your program to
begin to reali2e benefits of big data science for one of Canada's most core social
enterprises.

Phil Winne, PhD
Professor & Associate Dean, Graduate Studies & Research
Office of the Dean | Faculty of Education |



SFU
SIMON PRASEH UNIVERSITY
ENGAGING THE WORLD

FACULTY OF HEALTH SCIENCES . . - .

June 28,2016

Dr. Fred Popowich
Professor and Associate Director (Research and Industry Relations)
School of Confuting Science

Dear Fred

I am writing in support of your proposal to introduce a Big Data Professional Master's Degree in
Computing Science. As the proposal notes, there is an urgent and growing need for computing sci«icc
professionals \Jdio can make sense of large data sets fiom a wide variety of sources. In health Sciences,
our scientists and health service managers are increasingly challenged by the scale and complexity of
administrative data sets that can be utilized to understand patterns in health care and health needs of die
populations.

I would like to communicate to you strong support for your proposal from the Faculty of Health
Sciences.

Yours sincerely,

John D. OTSTeil, PhD, FCAHS
Dean of Health Sciences

BLVSSON HALL, ROOM 11300
SSSS UNIVERSITY DRIVE

SIMON ERASER UNIVERSITY, BURNABY BC



Professional Master of Science in Computer Science

Appendix 6 Details of program steering committee (if applicable)

The following faculty members from Computing Science are the members of the steering
committee for the Program:
• Binay Bhattacharya, Professor and Director of Graduate Programs, bmay@sfti.ca
• Martin Ester, Professor, ester@sfu.ca
•  Katie Knorr, Big Data Academic Program Coordinator, bigdata@sfu.ca
•  Greg Mori, Professor and School Director, mori@sflLca
•  Fred Popowich, Professor and Program Director, popowich@sfu.ca

The Program also has an advisory board. Please see appendix 8.

Full Program Proposal Page 29



Professional Master of Science in Computer Science

Appendix 7 Abbreviated cuniculam vitae for faculty

Attached are CVs for the instructors listed in Part C of the proposal.
Greg Baker
Andrei Bulatov

Martin Ester

ApalaGuha
Valentine Kabanets

Greg Mori
Oliver Schulte

Ryan Shea
Jiannan Wang
KeWang

Full Program Proposal Page 30



Greg Baker

School of Gk^n^uting Science, SFU
Bnrnafay. BC, Canada, V5A 1S6

Telephone: 778-782-5755
Fax: 778-78^-3045

B-mail: ggbaker^lsfu.ca
Canadian citizen

Academic Employment

09/20D6-present Senior Lecturer, School of Computing Science, Simon FVaser UnivereHy.

09/200Q-08/2006 Lecturer, School of Computing Science, Simon Braser University.

Education

08/1998-08/2000 Simon Baser University, M.8c. in Computing Science with senior su
pervisor was Arthur Liestman. The title of the thesis was 'Caches in a
Theoretical Kfodel of Multicasting".

08/1994-04/1998 Queen's University. Honours Bachebr of Science with a major on math
ematics and minor in Computer Science.

Honours and Awards

2014

2005

SFU Faculty of Applied Sciences Bxcellenoe in Tsaching Award

Community Involvement Award, from Computing Sdenoe Students So
ciety

Teaching; Experience

09/2000-preBent Courses taught include:

• CMPT120, Introduction to Computing Science and Programming I

• CMPT 165, Introduction to the Internet and WWW

• CMPT 376, Technical Writing and Group Dynamics

• CMPT 383, Comparative Programming Languages

• CMPT 470, Web-based Information Systems

• CMPT 732, Programming for Big Data I

07/2015-12/2015 Revision of CMPT 732 (Programming for Big Data I) for the Profes
sional Masters Program in Big Data. Updated course to cover big data
technobgies whidi were not available during the previous oflfering of the
course. Updated curriculum and delivery to int^ate Into modified pro
gram curriculum.



09/2015-08/2016 Complete reviaion of CMPT165 (Introductioii to the Internet and WWW)
for use in distance education and on-campus offerings, llie goal of the
revision was to update the course so it gives a comprehensive academic
overview of modem fronted web development.

05/2015 Invited lecture, University of the Philippines Cebu. "Why 'slow' lan
guages don't have to be slow".

02/2013-06/2013 Taught Discrete Mathematics and Web Development at Zhejiang Univer
sity in Hangzhou, China as part of the SFU CS Dual Degree Program.

05/2(K)4-09/2004 Design and creation of course materials for CMPT 120 (Introduction to
Computing Science and Programming) in preparation for initial offering
in the fall of 2004. This is be the new first course for Computing Sdence
students at SFU. It includes a broad survey of computing science topics
and an introduction to programming using Python.

Selects Service Activities

01/2010-pre8ent

09/20l0~present

Design, devdopment, superviaision of student development, and mainte
nance of the course management aystem (CourSys) used by the School
of Computing Science and other departments. System has expanded to
include support for administrative workfiow within the University.

Supervision of 40 undergraduate project studaits. This included Dual-
Degree students' Capstone projects, as well as other software develop
ment projects, and several directed studies courses.

09/2006-08/2008 Director of Undergraduate Studies, School of Computing Science. Re
sponsible for chairing undergraduate curriculum committee; curriculum
and procedural oversight; external relations with respect to undergrad
uate issues. Key initiatives: increased outreach activities to hi^ school
teachers and students; defining learning outcomes for courses to sta-
nardize offerings across instructors and campuses; academic enhancement
program introdudng learning skills.

June 16, 2016



Curriculum Vltae
Dr Andrei Bnlatov / Prnfessor / Computing Science

Educational Bac^ironnd

1995 PbJ). Mathematics, Institote of Mathematics and Medi&nlcSt Uiid Branc, Russia
Algebraic properties of clone lattices

1991 MJSc. Mati^matics, Ural State University, Russia
Identities in clone lattices

Employment History at Academic Institutions

September 2012 • Current Professor, Computer Science, SFU

September 2008 - August 2012 Associate Professor, Computer Scimice, SFU

August 2004 - August 2008 Assistant IMessor, Computer Science, SFU

July 2002 - August 2004 Research Officer, Computer Science, Computing Laboratoiy, The UniveraiW of
Oxford

September 1997 - July 2002 Associate Professor, Mathematics and Computer Science, Ural State Universi^,
Ekaterinburg, Russia

September 1993 - August 1997 Assistant Professor, Mathematics, Ural State Universiiy

Semesterly Activity at Simon Eraser University
In the past 6 years I taught the following courses: CMFT 70S (Design and analysis of algorithms), MACM101

(Discrete Mathematics I), CMFT 404 (C^iyptc^raphy and protocols), CMFT 404 (Design and analysis of algorithms)

Senior Supervisory Duties of a Thesis/Dissertation
2 PhD and 7 MSc students graduated undN* my supervision: Skvortsov, Evgeny (2010), Cong Wang (2014),

Liyue Wang (2016), HedayatZarkoob (2014), Omelchenko, Oleksii (2014), Peng, Jian (2013), Shariaty, Shnhnnm
(2012), Bolouranl, Slavash (2011), Wang, Cong (2009). I cuirentiy supervise 3 PhD and 1 students; Hayati,
Maiyam, Lu, Zhei^lan, Omelchenko, Oleiraii, (Th^ Xu.

I have supervised the following postdoc fellows; Bgri, Laszio, Arseny Shur, Catarina Carvalho, Cabor Kun,
Victor Dalmao.

Selected Recent Publications

Graphs of relational structures: restricted colours. Jo Proceedings of LICS 2016.

Conservative constrtdnt satisfaction re-revisited. J. of Comp. and System Scl., 82(2), 2016,347-356

(with E.Skvortsov) Phase Transition for Local Search on Planted SAT. MFCS (2) 2015:175-186

Boolean max-co-clones. Algelna Universalis, 74(1-2), 2015

Counting Constraint Satisfaction Frobleins. In the Proceedings of the Intemationai Congr^ of Mathematicians,
Seoul, Korea, August 13-21,2014, vol 4, p. 321-342

(with C.Wang) Approximating Highly Satisfiable Random 2-SAT. SAT 2014:384-398

ITndatwi-Tni 6-06-7.7. i



Uarrlcolum Vltae

Or Andrei Bulalov / Professor / Computing Science

(with DJMarx) Constraint Satisfaction Parameterized by Sohidon Size. SIAM J. Comput. 43(2): 573-616 (2014)

(with C.Wang) Inferring Attitude in Online Social Networks Based on Quadratic Correlation. PAKDD (1) 2014:
130-150

(with V. Dalmau and M. Thnrley) Descriptive complexity of approximate counting CSPs. CSL 2013:149-164

(with M. Dyer, L. Goldberg, M. Jerrum) Log-supermodular functions, functional clones and counting CSPs,
STACS2012:302-313

The complexity dthe counting constraint satisfaction problem. J. ACM 6(K5): 34 (2013)

(with M.E. Dyer, LA.Goldberg, M Jerrum, CMcQuUlan) The expiessibility of functions on the boolean ̂ main,
with applications to counting CSPs. i. ACM 60(5): 32 (2013)

(with M. Dyer, L. Goldberg, M. Jalsenius, M. Jernnn, D. Richerby) The complexity of weighted and unweighted
#CSP. J. Comput. Syst. Sci. 78(2): 681-688 (2012)

(with V. Dalmau, M. Grohe, D. Mar): Enumerating homomorphisms. J. Comput. Syst. Sci. 78(2): 638-650 (2012)

Selected Invited Talks

May 2016 International conference on Untvetsal Algebra and Computing. Boulder, USA, (Hbbs measures
and finite duality.

August 2014 International Congress of Mathematicians, Seoul, Korea, Republic of. The Counting Constraint
Satisfhction ProMems.

May 2014 2014 North American Annual Meeting of the Association for Symbolic Logic, Boulder, United
States. Descriptive Complexity of Counting Constraint Satisfaction Problems.

February 2014 87 Arbeitstagung Allgemelne Algebra (AAA87), Linz, Austria. Counting Approximation: a
hunt for Galois connection.

August 2013 General Algebra and its Applications, Melbourne, Australia. Counting Approximation: a hunt
for (ialds ccmnection.

September 2012 2012 ACP Summer School in Constraint Programming. Constraints: Counting and
Approximation

Recent Funding
Conlncl/Graittt Operating Grant Awarded: 2015 Pfudk^ 2015 - 2019
Project Tftte: NSERC Discovery Grant Fnndlng: NSERC Type: External
ABiiiiaI:$43,0(K) Total: $215/)00

Aveards, Honors and Scholarsbips

2013 Title: Best Paper Award Type: Research
Organization: 43id Annual Intenational Symposium on Multiitie-Valued Logic (ISMVL 2013)

2004 Title: Best paper award Type: Research
Organization: Algorithmic Learning Theoiy, 15th International Conference (ALT 2004)

2002 Title: Best Psper award Type: Research
Organization: 43fd Annual IEEE Symposium on Foundations on Computer Science (FDCS)

Undated: 2016-06-22



CURRICULUM VITAE

Family name:
Position:

Office phone:
Bmail:

Ester

Professor

(778)782-4411
esteit^s.sfu.ca

Given name & initials:

Department/School:
Fax:

Personal URL:

Martin M.

Computing Science
(778)782-3045
ht^://www.cs.sfu.ca/'-ester/

ACADEMIC BACKGROUND

PhD 1989 Computer Science Swiss Federal Institute of
Technology (ETH Zurich),
Switzerland

MSc 1984 Computer Science University of Dortmund,
Germany

AREAS OF RESEARCH EXPERTISE

Data mining* clustering, graph mining, social network analysis, recommender systems, trust-based
reconomendation, social network analysis, opinion mining, bioinformatics, biologiGal network analysis,
efficient and scalable algorithms, probabilistic graphical models

AWARDS, CITATIONS AND HONOURS
• H-index of 50 (according to Google Scholar, June 20,2016)
•  Total number of citations 19731 (according to Google Scholar, June 20,2016}
•  Paper **A Density-Based Algoritlun for Discovering Clusters in Large Spatial Databases with

Noise**, published at the 2nd ACM SIGKDD Int. Conf. on Knowledge Discovery and Data
Mining (KDD *96), received a KDD 2014 Test-of-Time Award

•  Paper "A Matrix Factorization Technique with Trust Propagation for Recommendation in Social
Networks** received the Best Paper award of the 4th ACM Conference on Recommender
Systems (RecSys 2010)

PUBLICATIONS (selection)
Journal papers (total 5 in last 6 years)
1. Gao B.J., Ester M., Xiong H., Cat J., and Scfaulte O.: **The Minimum Consistent Subset Cover

Problem: A Minimization View of Data Mining**, IEEE Transactions on Knowledge and Data
Engineering (TKDE): 25(3): 690-703,2013.

2. Gao B., Giiffitii O.L., Ester M., Xiong H., Zhao Q., and Jones S J.M.: On the Deep Order-preserving
Submatrix Problem: A Best-Effort Approach. IEEE Transactions on Knowledge and Data
Engineermg (TKDE), 24(2): 309-325 (2012).

Conference papers (total 41 in last 6 yean)
3 Yao Wu . Xudong Liu. Min Xie. Martin fater. Oing Yang:

CCCF: Improving Collaborative Hltering via Scalable User-Item Co-Clustering. WSDM 2016:73-
82.

Tvmpion



CV Martin Ester
4 Beidou Waniz.Martin Ester. Jiajun Bu. Yu Zhu.Ziyu Guan. PengCai:

Which to View: Personalized Prioritization for Broadcast Emails. WWW 2016:1181-1190.
5 Yu Liu. Martin Ester. Bo Ku. David W. Cheunig:

Spatio-Temporai Topic Models for Check-in Data. ICDM 2015:889-894
6 Yao Wu. Martin Ester:

FLAME: A Probabilistic Model Combining Aspect Based Opinion Mining and Collaborative
Rlterin8.:^DM2015:199-208

7 Mohammad A. Tavebi. Martin Ester. Uwe GMsser. Patricia L. Brantin^ham:
Spatially embedded cogence prediction using supervised learning. KDD 2014:1789-1798

8 Bo Hu. Mohsen Jamali. Martin Ester:
Spatio-Temporal Topic Modeling in Mobile Social Media for Location Recommendation. ICDM
2013:1073-1078

GRANTS (only those on ̂ om I am the PI)

Computational infrastructure for
cloud computing, computational
biology and data mining

NSERCRTI $110,711 |2014

!

2014

Computational Methods for the Analy
sis of die Dynamics and Diversity
of Genomes

NSERC Create $300,000
per year

2013 2017

Probabilistic Graphical Models for
Data Mining and Recommendation in
Social Media

NSERC Discovery $34,000
I^year

2012 2016

GRADUATE STUDENT SUPERVISION
(last 6 years: 4 PhD graduated, 2 MSc graduated, current students listed below)

Mansouri, Mehidad PhD 2015 Detecting causal patterns of adverse drug reactions

Tong,He MSc 2014 Drug target interaction prediction

Heidemeyer, Marten MSc 2014 Drug target interaction prediction

Nabaei, Boshra MSc 2014 Online Activity Monitoring

Khakabi, Sahand PhD 2014 Data mining for precision cancer medicine

Waiig,Xm PhD 2013 Recommendation in social networks

Wang, Beidou PhD 2013 Prioritization of broadcast emails

Wu.Yao PhD 2012 Efficient and sc^able lecommendaticm

->0 oni/;



APALA GUHA

aguha@6fu.ca
Postdoctoral Pellow o School of Computing Science o Simon Ehwer University

https! / / sites. google. cosa/site/apalaguha/httae

My r^arch interests are in the interaection of energy-efficient architectuie and high-level languages. Due
to the end of Moore*s Law, specialized architecture design is becoming standard, while highrlevel languages
sudi as Pytlnm are becoming standard, for example in big data programming. My goal is to exploit the
richer semantic information exposed by high-level languages to design custom hardware.

gaPUCATION

Unfversiiy of Virgiiiia 2010
Ph.D. in Computer Engineering CharloUesvaie, USA
Dissertation: Memory Optimization of
Dynamic Binary Translators for Embedded Systems
Advisms: Prof. Mary Lou Sofia and Prof. Kim Hazelwood

POSITIONS

School of Computing Science, Simon Eraser University Bbb 2016 - Present
Postdoctoral FslUm Vancowter, Canada

Department of Con^uier Science and Engineering, niT-Delhi Jun 2016 - Present
Adsunct Professor jVew Delhi, India

SELECTED PUBLICATIONS (STUDENT NAMES IN BOLD)

Rakhi Hemani, Subhaais Baneijee and Apala Guha. Eagy and expressive LLC contention
The 2016 IniemaUonai Conference on High Performance Computing Simulation (HPCS 2016), Inns
bruck, Austria, July 2016.

Rakhi Henoani, Subhasis Banegee and Apala Guha. On the ipplicability of simple models for
modem processors, 2nd International Conference on Green High Performance Computing (ICGHPC),
Nagercoil, In^, Eebruaiy 2016.

Rakhi Hemani, Subhasis Banetjee and Apala Guha. ACCORD: An Analytical Cache Contention
Model using Reuse Distances for Modem Multiprocessors, 21at Annual International Conference on
High Performance Computing Student Research Symposium (HiPC SRS), Goa, India, December 2014.

Apala Guha, Karan Kalra, Sandip Aine. lostniction Set Architecture Customization for Heuristic
Seardi Applications, Indian Symposium on Computer Systems (IndoSys), Hyderabad, Twlift, June 2014.

Apala Guha, Yao Zhang, Raihan ur Rasool, Andrew A. Chien. Systematic Evaluation of Workload
Clustering for Extremely Energy-Efficient Ajrchitectures, ACM SIC ARCH Computer Architecture News,
Vol. 41, Issae 2, Pages 22-29, May 2013.

Prasanna Balaprakash, Darius Buntinas, Anthony Chan, Apala Guha, Rinku Gupta, Sri Hari Krishna
Narayanan, Andrew Chien, Paul Hovland, Boyana Norris. Exascale Workload Characterization and
Architecture Implications, Slst High Performance Corr^uting Symposia (HPC), San Diego, USA, April
2013.

Apala Guha, Kim Hazelwood, Mary Lou Soffiu Memory Optimization of Dynamic Binary Translators
for Embedded Systems, 8ih International Conference on HighrPerformance and EhfnJbedded Arvhitecturee
and Computing (HiPEAC), Berlin, Germany, January 2013.



Pia^na Balaprakaah, Darius Buntinas, Anthony Chan, Apala Guha, Hinku Gupta, Sri Hari Krishna
Narayanan, Andrew Chien, Paul Hovland, Boyana Norris. Exascale Workload Characterization and
Architecture Bnplications, Preprint ANL/MCS''PS01$'0712, July 2012.

Apala Guha, Andrew Chieii. Systematic Evsduation of Workload Clustering for Designing 10x10
Ardbitectures, Univcvsity of .Ohicago Tcchntcol Report TR-BOlSr-OS^ June 2012.

Apala Guha, Pietro Cicotti, AHan Suavely. Andrew Chien. The 10x10 Foundation for Heterogenmty:
Clustering Applications by Computation and Memoiy Behavior, Vniversiiy of Chicago Technkal Report
TR-^OIS-Ol, February 2012.

Apala Guha, Kim Hazelwood, Mary Lou Sofia. Memory Optimization of Dynamic Binary TVanslators
for Embedded Systems, VransacMone on ArchitectUTe and Code Optimization (TACO)^ Volume 9 Issue
3, September 2012.

Apala Guha. Memory Optimization of Dynamic Binary Translators for Embedded Systems, Ph.D.
Thesis, DQWurtment of Computer Sdenoe, Universiiy of Virginia, August 2010.

Apala Guha, Kim Hazelwood, Mary Lou Soffa. Balandng Memoiy and Performance throu^ Selective
Flushing of Software Code Caches, International Conference on Compilers Architecture and Synthesis
for Embedded Systems (CASES), Scottsdale, USA, October 2010.

Apala Guha, Kim Hazelwood, Mary Lou Soffo.. DBT Path Selection for Holistic Menuny EflSdenpy
and Perfcrinanoe, ACM SIGPLAN/SIGOPS IntemoUonal Conference on Virtual Execution Environr
ments (VEE), Pittsburgh, USA, March 2010.

Apala Guha, Kim Hazelwood, Mary Lou Sofia. Code Lifetime-Based Memory Reductbn for Virtual
Execution Environments, Gih Workshop oh Optimizations for DSP and Embedded Systems (ODES) held
in conjunction mth the 2008 International Symposium on Code Generation and Optimization (COO)
Boston, USA, April 2008.

Apala Guha, Kim Hazelwood, Mary Lou Sofia. Reducing Exit Stub Memory Consumption in
Code Caches, International Conference on High Performance Embedded Architectures and Compilers
(HiPBAC), Ghent, Belgium, January 2007.

ADVISING EXPERIENCE

PhD students

. Rakhi Hemani. Computer Science Department, UlT-Delhi. Summer 2014-.
' Manideepa Mukheijee. ECE Department, UTT-Delhi. Spring 2015-Sprmg 2016.

Masters Students

Bernard Lin. Big Data Masters Program, SFU. Summer 2016,
Denis Zubo. Big Data Masters Program, SFU. Summer 2016.
J^ Naidu. Big Data Masters Program, SFU. Summer 2016.
Wenzhen Gong. Big Data Masters Program, SFU. Summer 2016.

Tian. Big Data Masters Program, SFU. Summer 2016.
Saeed Soltani. Big Data Masters Program, SFU. Summer 2016.
Antara Ganguly. ECE Department, IHT-Delhi. Spring 2016-FbII 2015.
Sachin Negi. Computer Science Department, HIT-Delhi. Summer 2015-Spring 2016.
Rahul Sharma. Computer Science Department, UlT-Delhi. Fhll 2015.
Pooja Gupta. Coniiputer Science Department, IITT-Delhi. Fall 2014rSummer 2015.
Nishant Adhikaii. Computer Science Department, Hrr-Delhi. Summer 2016.
Rohit Jain. Computer Science Department, iUT-Drihi. 2014.
Now at MaOiWorks.



cv
Dr. Valmttne Kabanets / Associate Professor / Computing Sctonce

Educational Background
2000 PhJD. Computer Science, University of Toronto, Canada

Nonunifbrmly Hod Boolean Functions and Unifdim Complexity Classes {Si^rvlsor: Stephen A. Cook)

Employment History at Academic Institutions
Septeinber 2009 - Current Associate Pro&ssor, Computing Science, Simon Ftaser University

July 2003 - August 2009 Assistant Pro&ssor, Computing Science, Simon Fraser University

Senior Supervisory Duties of a Thesis/Dissertation/or Major Project

Nimt Degree ProJect/IheBis Title foatai Bcfta Completed

Anttm

Qiernlavskyi
M.Sc. Active 2015-3

Lu, Zhei\jian .Ph.D, Active 2014-3

Chen, Ruiwmi Ph.D. Meta-algoritfams versus circuit lower
bounds

Completed 2011-3 2014-2

Gakldiar,
Sitanshu

MSc. Hardcore nmasuies, dense models
and low conpleedty approximations

Completed 2010-3 2012-2

Ainiri,i^san Ph.D. Fingerprinting Codes: Hi^ier Rates,
Quick Accusation

co-supervised widi Gabor Tardos

Completed 2004-3 2010-3

Current Research Interests

Meta-a^oritfaffls versus Circuit lower bounds (2012-cuiTent). Hie main goal of computational complexity is to understand vfhat is
€0iciaitly computable. Given a computattooal prdblem, there are two envious directions to try; design an efficient algftfithi^n (igper
bound), or (aove diat no sudi efficient algorithm exists (/ower bound). Traditionally, designi^ efficient algorithms is the subject of
the theory of algoridims, while lower bounds are sought in complexity thetuy. Ittums out, however, that Ihero Is a de^ connection
between die two directiosis; better algorithms (for a certain dass of probleins) also yield strong lower bounds (for lelated problems),
and vice versa, strong lower bounds translate into more efficient algorithms.

TlndatftHr Onifi-rW-lO 17'59;(W PaiMk' .1



cv
Dr. Valentine K^banets / Associate Proftssor / Compothig Science

Completed Works (2010-2016)

Papers in Refened Journals
R. ImpagUazzo ami V. Kabanets, Fourio' concemration fiom shriskaga, ComptOational Om^lexHy^ pngwa 1^47,2OI6.
E. Aliender, D. Holden, and V. Kabanets, The htoimum Oracle Circnit Size Ptoblan, Con^tational C<»i^p/e*^,*pages 1-28,2016.
R. Chen, V. Kabanels, and N. Saiirabh, An Improved Detenninlstic #SAT Algoiithm for Small De Morgan FomaUas, MgoHthmiccL
pages 1-20,2015.
R. Clusn, V. Kabanet^ A. Kojidcolova, R. Shaltiel, and D. Zucknman, Mining drcuit lower bounds Rn'm^-Blgortfoms,
Computat^nal Con^lexity (the special issue for CCC'14), 24(2): 333-392,2015.
R. Cimi, V. Xabanet^ and J. Ktnne, Lows' bounds against wealdy-unifocm threshold circuits, Algorithmica
(die qiecial issue for ̂ 000^12), 70(1), pages 47-75,2014.
H. DeH, D- van Melkebeek, V. Kabanets, and O. Watanabe, Is Valiant-Vazirani's isolation probability improvdile?, CommaatUmal
Omplexity (special issue for CC012\ 22(2):345-383,2013.
R. Tinpaelfa?=w>, V. Kaban^,and A. Wigdmon, New Direct-Product Testos and l-cmy PCPs, SUM Journal on Commttim
4I(6):1722-1768,2012 (special issue forSTDCOP).
R. In^agliazzo, R. Jaisu^ V. Kabanets, and A. Wigdmson, Unifrnm Direct-Product Ibeozems: Sinmlifted, Optimized, and
Derandomized, SIAM Journal on Computi/^, 39(4):1637-1^5,2010.

Papers in Referred Conferences
M. Cannoslno, R. Impagliazzo, V. Kabanets, and A. Kolokolova, Learning algorithms frran natural proofi, CCC20J6,
S, Arfemenko, R. Impag)iazzo, V. Kabanets, a]^ R. SbaMel, Pseudorandomness when the odds are against you, CCC 2016,
M. Cennoaino, R. Impagliazzo, V. Kabanets, and A. Kolokolova, Tig^hter connections between doandomization ami chcuit lower
bounds. RANDOM'APPROX20I5.
R. Cben and V. Kabanets, Correlation bounds and #SAT algorithms for small Ifaiear-size cneuits, COCOON 2015,
E. AUender, D. Holden, and V. K^anets, The Minimum Oracle C!iroiut Size Problmn, STAGS 2015.
R. Chen, V. Kabanets, and N. Saur^h, An improved Deterministic #SAT Algorithm dn- Small De Morgan FcHmnlas, MFCSlOU,
R. Chen, V. Kabanets, A. Kololoolova, R. Shaltiel, and D. Zudkennan, Mining circuit lower bounds for meta-olgmifoms, CCC 2014.
R. Impagliazzo and V. Kabanels, Fourim* concmrtrarimi from shrinkage, CCC 2014.
R. Chen and V. Kabanets, Lower Bounds against Weakly Uniform Circuits, COCOON 2012,
a Dell, V. Kabanets. D. van Melkebedc, and 0. Watanabe, Is Valiant-VazirBni's Isolation Probabfli^ Im|»ovable?, CCC 2012.
R. Ingiagliazzc and V. Kaban^ Constructive proofo of concmitreticHi bounds, RANDOM-APPROX 2010.

Research/Project Funding - Received

Contract/Grant: Research Grant Awarded: 2012 Period: 2012 - 2017
Project Title: Meta-Algorifoms versus Circuit Lower Bounds
Funding: NSBRC type: External Annual: $34,000 Totak $170,000
Involvement: Principal Investigator

Updated: 2016416-1017:59:04.



Greg Mori

CONTACT

INFORMAnON

RESEARCH

rNTERESTS

EDUCATION

PROFESSIONAL

EXPERIENCE

TEACHING

Associate Professor

School of Computuig Science
8888 Universi^ Drive
Bumaby, BC V5A 1S6» Canada

Email: mori@cs.slQ.ca
Web: littp://www.cs.8fu.carmorj
Tel.:+1(778) 782 7111
Fax:+1 (778)782 3045

Computer Vision, Machine Learning, Video Analysis, Human Action Recognitfon, Human Pose
Estimation, Pedestrian Detection and Tracking, Obiect Recognition

Ph.D. In Computer Science
University of Califomia at Beikeley

Hon. B.Sc, in Computer Science and Mathematics with High Distinction
University of Toronto

2004

1999

Associate Professor

School of Computing Science, Simon Fraser Unlversi^

Assistant Professor

School of Computing Science, Simon Fraser University

Graduate Student Researcher

Department of Electrical Engineering and Computer Sciences,
UC Berkeley

Student Intern, Computer Vision Group
Intel Corporation, Santa Clara, CA

Sept 2010-Present

Aug 2004-Aug 2010

Aug 1999 - Juty 2004

June 2()00 - Aog 2000

PUBLICATIONS Most recent publications in retereed journal papers (names in bold fice are my students).

J. Li, H. Hj^iminadeghi, M. Zaki, G. Mori, and T. Sayed. Cyclist's Helmet Recognition Using
Cotrquiter Vision Techniques. Transportation Research Record: Journal of the Transportation
Research Board, 2014 (in press)

H. Hedty^ T. Sayed, M. Zaki, and G. Mori Pedestrian Gait Analysis Using Autoniated
Computer Vision Techniques. TransportmetricaA: Transport Science, 10(3), pp.214-232,2014.

0. Aziz, £. Park, G. Mori, and S. Robinovitch. Distinguishmg die Causes of Falls in Hiwifmc
Using an Array of Wearable Tri-Axiai Accelerometers. Gait & Posture, 39(1X pp.50d-512,2014.

S. Oh, S. McClosk^, I. Kim, A Vahdat, K Cannons, H, Hajlmirsad^i, O. Mori, A. G,
Perera, M. Pandey, J. J. Corso. Multimedia Event Detection and Recounting with Muttimodai
Feature Fusion and Temporal Concept Localization. Machine Vision and/^plications, MVA
25(1) pp.49-69,2014,

M. Ranjbar, T. Lan, Y. Wang, S. Robtnoviteh, Z. Li, and G. Mori. Optimiziiig Non-
Decomposable Loss Functions in Structure Predicti(Mi. TREE Transactions on Pattern Analysis
and Machine Jhtelligence, T-PAMI 35(4) pp.911-924,2013.

CMPT 225: Data Structures and Programming
CMPT 419/726: Machine Learning
CMPT 415/416: Special Research Projects
CMPT 310; Introduction to Artificial Intelligence
CMPT 882: Recognition Problans in Computer Vision
CMPT 888: Human Activity Recognition

2010.2012.2013
2008,2009,2011,2013,2014

2005.2007.2014
2004,2005,2m, 2007,2008
2004,2005,2006,2007,2009

2010



SUl'iiKVlMUM summary ox graauaie suaeni s&xlot supervisoiy aun^:

GRANTS

PROFESSIONAL

ACTTVrriES

Ph.D. M.Sc.
Total

Active Complete Active Complete

4 4  . 5 19 32

My graduate students who have completed thdr degrees all did so in a-timely fiishion (avg. 6
trimesters for MSc students, 10 trimestras for FhD students).

Most recent graduated students:

Jinling LL M.Sc. Road User D^ection and Analysis in Traffic Surveillance
Videos.

2012 - 2014

Yasaman Sefidgar. M.Sc. Discriminative K^-Segment Model for Interaction 2012 - 2014
Detection.

Amir Hossein BakhtiaiL MJSc. Detecting Peitestrians Using Motion Fattems: 2011-2013
A Latent Tracking Appxoach. Next Vidigami.

Tian Lan. Ph J>. From Flat to ffimaxchical: Modeling Structures in Visual
Recognition. Next postdoc at Stanford.

2010-2013

The most recent giants in which 1 have played a m^jor role. Total amounts received fiom 2004 to presoit:
$1,797,934 Operating 4- $360^24 Eqn^ment

NSERC Engage Plus Grants (EPG). Improved face analysis for school photo collections (with
Vidigami). G. Mori: $25,000 (2014)

Disney Research. Hierarchical Max-margin Clustering and Applications. G. Mori: $12,500
(2014)

NSERC Engage Grants (EG). Matching of social media profile photographs (with ThinkCX)-
G.Mori: $25,000 (2014)

Accelerate BC (MDTTACS) Internship. Using Machine Learning Techniques to Improve
Automatic Keyword Extraction fiom Textual Web Ccmtmit H. Hiyimirsadeghi and G. Mori:
$15,000(2014)

NSEXtC Engage Grants (EG). Photo (^lity and Ckmtent Detection for Image Collections (with
Vidigami). G. Mori: $25,000 (2014)

Associate Director, Researdi and Industrial Relations,
School of Omiputnig Science, SFU

Associate Editor, IEEE Transactions on Pattern Analysis and Machine
hxtolligence, T-PAMI

AY 2011 - present

2010 - present

Associate Editor, IPSJ Transactions on Computer Vision and Applications, 2013 - present
CVA

Editorial Board, International Journal of Computer Vision, U(}V 2013 - present

Tenure and Promotion Committee, School of Computing Science, AY 2012-13,2013 - 2014
SFU

Faculty Search Committee, School of Computing AY 2005-06,2011-12,2012-13,2013-14
Science, SFU



Dducation

University
Appointments

Honors and

Awanis

Professional

Activities

Research

Experience

Languages

Citizenship

Interests

Ph.D. 1997 (Logic and Computation)
Caraegie Mellon University, Pltdtiugh, PA, USA, Dq>8rtment of Philosophy
Thesis title; "Hard Choices in Scientific Inquiiy". Supervisor: Kevin Kelly.

M.S. 1994 (Logic and Computation)
Caim^e Mellon University, Pittbuigh* PA, USA, Department ofRiilosplty
Thesis title: The Computable Testability of Uncomputable Theories"
B.Sc. 1992 (Cognitive Science) with high distinctKm
Univeiistty of Toronto, Ontario, Canada

AbHur (grade 13. final grade average 1 .i) 1988 Hamburg, Germany.

Associate Director. 2007-2009, School of Computing Science, Simon Fraser University.
Associate Professor. September 2006-ciirrent School of Computing Science, Simon Fraser University.

Associate Professor. August 2004-Sqitembm' 2006. Assistant Professor Juty 2001-August 2004.
Department of Philosophy aiid School of Computing Scimio^ Stmrni Fraser Univeasity.

Assistant Professor. (Tmure-Tradc) July 1997-June 2001. Department of Philosophy, University of Afiierta.

Adjnnct Professor. Department of Ccanputing Scfence. University of Albmta. October 1998-presgnt

Dfetlngoished Junior Scholar in Residmice, Peter Wall Instinite for Advanced Studies;
July 1999, University of British Columbia, Vancouvm*, Canada.

Phi Kappa Phi Honor Society; inducted 1996.

Werner von Siemens Scholarship; 1992-94 sponsored by Siemens AO (covered tuition and living expenses
for 2 years during Master's Degree).

Daniel Berlin Scholanhip; awarded 1991 (an award for Cognitive Science Specialists at the University of
Toronto).

Undergraduate R^earch Award; awarded 1991 (by die National Sciences and Engineering Research
Council of Canada).

University College Scholarship; awarded 1988 and 1989 (by University Collie, University of Toronto).

Program Committee Member: ICML 06 (Senior), ICML (OdjOd-Senim Comm, 08), UAl (02,04), FLAIRS
(06),AA1(08),UCAI09.

Action Editor for Con^utatioml Mell^ence

Associate Editor for Philosop/^ in Revkw (Epistmnology, Fhi!oso|diy of Science, Decision Theory), 1998-
2001.

Referee for Algorithms, J. ofAI Research, J. ofhbichbie learning Research, Computational JfUelligeme,
Atmals of Mathematics andArt^cldlbMigBnce, UCAl, l^kenntnis, SynRme, British Journal for the
Philosophy of Science, Jmanal cfSymbolic Logic, Mathematical Social Sctenees, Dialogue, Canadian
Journal ofPhUospphy, Canadian Philosophical Association, Philosophy qfScienee, logic and Compiaation,

Member of Philosophy of Science A^ociation, Canadian Philosophical Associadon,
Organizer of2000 Meeting of the Western Canadian PhilosophimJ Association (with Jeff Pelietia')

Research ii^slstant for OIBce of Naval Research Project (August 1995 - Mtty 1996) Project Title:
"Coordination and Cooperation among Tactical Picture Agmits". CNR contract N00014-9S-1-1161; Princ^
Investigator: C. Bicchieri, Carnegie Mellon Univ^sity.

Research Intern with Siemens Corporate Research (Summ^ 1994) Internship wiffa die Learning Systmns
Department Princeton, New Jersey.

Research Assistant In Compntational Lingnlstics (Summer 1991) Supervisor: Graeme Hirst, Department of
Computer Science, University of Toronto. Funded by an Undergrachiate Research Award d'om die National
Sciences and Rigineqtng Research Council of Caimda.

English and German with native competence. Reading knowledge of French.

Canadian and German.

1 hold the tide of a FIDE diess master. During high school I played for the strongest profhssionai team in
Germany, tog^her with world champions and contenders such as Boris Spasski, Nigel Short, John Kunn and
Lubomir Kavatek.



AblHeviatbos: NSERC ~ Natural Sciences and Engmeering Research Council Canada, SSHRC - Social Science and
Humanities Research Counoil Canada. MTTACS: Mathematics. Information Technology and Complex Systems.

Type Role Period Project Title Funding
Agency

Total

Amount
Notes

Research
Grant

PI 2008-

2013

Machine learniiig for entity-
reiatkmshio databases

NSERC $85,000

Industrial

Internship
PI 2008-

2009

Data Mining for Distributed
Database with Bnciypted
Information

MTTACS $15,000 Studcat' Z.Lu with
Bits Republic
Technologies

Research

Grant

PI 2004-

2007

The Epistemology of Rational
Choice and Its Applications

SSHRC $79,000

Research

Grant

PI 2003-

2007

A Learning-Theoretic Approach
to Discovering Causa! M^els
from Large Datasets

NSERC $72,000

Research

Grant

PI 2001-

2003

The Epistemology of Rational
Choice in Social Interactions

President's

Researdi

Giant

$10,000

Research

Grant

PI 1999-

2003

Automated Inforence of

Conservation Principles in
Particle Physics

NSERC $61,200

Research

Giant

PI 1999-

2002

The Epistemology of Rational
Choice in Social hiteractions

SSHRC $40,420

Confbrence

Grant

Organizer 2000 WCPA meeting SSHRC $8,000

PreaentetioM and Talks; Sammarv

Conftrence Presentations (Total; 21,1994-2008)
Invited Lectures (Total: 24.1998-2008)
Local Seminars (Total: 16,2000-2008)
in Summaiy: 60 presentations, lectures, and seminars given at various institutions. This includes the foUowmg, sotted by
location.

•  USA: Stanford University,; Carnegie Mellon Univmsity; California Institute of Technology: University of Michigan Aim
Aiboi; Univosity of Calitoia at San Diego; Uoivensify of Washington.

•  Canada: Simon Phaser University, Univetsity of Alberta, University of British Columbia. University of Victoria,
Univnsity of Letfalxidge.

•  Europe: University of Maastiidit. Nethm-lands; Paul Sahatter University. Toulouse, France; University of Konstanz,
Oen^y.

•  Australasia: University of Tsukuba, Japan; Japanese Advanced foatilute for Scknce and Technokgy; Australian Nadonal
University; Australian National Logic Summer School



Ryan Shea Jwe 20l6
University Research Associate ryanLflh^^OsftLca
Simon Raser University 604-762-4826
Bumaby, British Columbia, Canada

Research Area

Big Data, Cloud Computing, Cloud Gaming, Computer and Network VIrtualization.

Education

^ Simon Eraser University Bumaby, B.C., Canada
Doctor of Philosophy 2OIO - S016
- Major: Computing Science
- Thesis: Perfoimanoe and energy efiBiciency of virtual machine based clouds
- Supervisor: Professor Jiangchuan Liu

^ Simon Rraser University Buniaby, B.C., Canada
Gfodwite Cer^fioate 2012
~ Certificate in University Tsaching and Learning for Graduate Students

^ Simon Eraser University Bumaby, B.C., Canada
Bachelor of Science 2005 - 2010

- Major: Computing Science
- Obtained President's Roll in Fkll 2009 and Summer 2010 (4.0-1- GPA)

Obtained Honour Roll status for Spring 2010 (3.5+ GPA)

Research, Teachings and Work E^cpeiience

^ University Research Associate Simon Raser University
School of CompuUng Science Jan 2016 ■ Current

Researcher and Instructor associated with the Professional Master's Program in Big Data. Designed
and fodlitated the graduate seminar course Big Data System (CMPT-886). Cunently researching
topics related to big-data processing and future data-center design.

^ Cloud and Big Data Architect Simon Raser Unhersify
School of Computing Science Jan 2016 - Current

Designed the architecture for SFUcloud.ca, an advanced laaS cloud based on Xen Server and Apache's
doud stack. The clouds primary purpose is to process Big Data workloads and collect data through
advanced instrumentation. This project is funded through a NSBRC Research Ibols and lastrumients
Grant.

^ Sessional lecturer Simon Raser UniverBity
School of CompuUng Science Jan 2015 - April 2015

^ Teaching and Teaching Assistant Simon Raser Universiiy
School of CompuUng Science Fall 2010 - Fall 2016



Selected Awards, Grants & Honours |l
Postgraduate Major Awards (SFU, 2012-Present)

NSERO Alexander Graham Bell Canada Graduate Scholarship ($105,000 Over 3 \hars) . . . 2013

Postgraduate (SFU, 2010-Preseiit)

SFU Graduate F^owship ($6500) per year 2012-2015
Best Student Paper Award IBEE/ACM IWQoSa2 2012
Nokia Research EBUowship ($3500) > ^ 2012

Selected Publications

Peer-Reviewed Articles

1. W. Gal and R. Shea and C. Y. Huang and K. T. Chen and J. Liu and V. C. M. Leung and 0. H.
Hsu. ̂ he Future of Cloud Gaming (Point of View]*' Proceedings of the IEEE - Special Issue:
Control Challenges in Microgrids and the Role of Energy Sustainable BiiUdings"t 2016

2. Ryan Shea, Di Fu, and Jiangchuan Liu. Cloud Gaming: Understanding the Support bom Advanced
Virtualization and Hardware IEEE Ikunsactions on Circuits and Systems for Video Technology -
Special Issue on Visual Computing in the Cloud: Cloud Gaming and Virtualization^ 2015

3. R^-an Shea, Jiangchuan Liu. "Cloud gaming: architecture and performance" IEEE Network Special
Issue on Cloud and Data Center Performance July-August BOIS^ 2013.

4. Ryan Shea, Jiangchuan Liu. "Performance of Virtual Machine Under Networked I>emal of Service
Attacks: Experiments and Analysis". IEEE Systems Journal Special Issue - Security and Privacy
in Complex Systems (£012), 2012.

5. R^un Shea, Jiangchuan Liu. "Network Interface ̂ %tua]ization: Challenges and Solutions" IEEE
Network Spedol Issue on Network VirtuaHzation September/October 2012, 2012.

6. Byan Shea, Di Fu, and Jiangchuan Liu. "Ibwards bridging online game playing and live
broadcasting: design and optunization." Proceedings of Rie 25th ACM Workshop on Network and
Operating Systems Support for Digital AiuSo and Video (NOSSDAV^IS) 2015.

7. Ryan Shea, Di Fu, and Jiangchuan Liu. "Rhizome: utilizing the public doud to provide 3D gaming
infrastructure." Proceedings of the 6th ACM Mtdtimedia Systems Conference (MMSYS*15), 2015.

8. Ryan Shea, Fsng Wang, Haiyang Wang, Jiangdiuan Liu. "A Deep Investigation into Network
Performance in Virtual Ma(^e based Cloud Environment". Proceedings of the SSrd Annual IEEE
International Conference on Computer Communications (INF0C0M*14), M14.

9. Ryan Shea, Haiyang Wang, Jiangchuan Liu. "Power Consumption of Virtual Machines with
Network Transactions: Measurement and Improvement". Procee/dings of the SSrd Annual IEEE
International Conference on Computer CommunioaUons (INPOCOM^li), 2014.

10. Ryan Shea, Jiangchuan Liu. "Understanding the Impact of Denial of Service Attacks on Virtual
Machines" In Proceedings of the lEEE/ACM 20th International Workshop on Quality of Service
'12, 2012
- Best Student Paper Award



Jiannan Wang

Contact

Information

Research

Interests

Current

Position

Education

TASC 1 9237

School of Coiaputing Science
Simon IVaser University

Voice: 1-778-782-4288

E-mail: jnwang@9fu.cu
HofMpa^c: htitp://www.cs.sftu»/'v4nwBiig

Professional

Experience

Publications

Data Management, DatatMee Systems, Big Data, Crowdsourdng, Data Science, Data deaning, Data
fiot^ration, Approximate Query Processing, Information Relxieval

Jan 2016 - Present

Sept 2008-Jill 2013

Sapt 2004 > Jun 2008

Aug 2013 - Jan 2016

Nov 2012 - Fsb 2013

Aug 2011. Mar 2012

Mar 2010-Sept 2010

Simon Phaser University (SFU), Burnaty, EC, Canada
Assistant Professor, Sdiool of Computing Sdence

Tslngihiia University (THU), Bering, China
Pb.D., Computer Scients and Ibdmolo^

Harbin Institute ofTedmology (HIT), Harbin, China
. B.Sc., Computer Sdence and Ibcfanology

UxdversHy of California Berkeley (UCB), Berkdey* CA, USA
Postdoctoral Associate, AMPLab at EECS

Qatar Computing Resear^ Institute, Doha, Qatar
Research Associate, Data Analytics Group

University of California Berkeley, Berkeley, CA, USA
Visiting Scholar: Database Group and AMPLab

Chinese University of Hong Kong, Hong Kong
Visiting Sdiolar: Datd>ase Groiq>

Selected Recent Publications

» Saiijay Krishnan, Jiannan Wang, Mchad J. PVaoldin, Ken Goldberg, Hm Kraska.
PrivateCiean: Data Cleaning and Difterential Privacy.
SIGMOD 2016, Sen F^endsco, CA, USA.

• Daniel Haas, Jiannan Wang, Eugene Wu, Michael J. Franklin.
CLAMShell: Speeding up Crowds for Low-latency Data Labeling.
PVLDB 9(4) (2015)

• SanJay Krishnan, Jiannan Wang, Michael FVanklin, Ken Goldberg, Tim Kraska.
Stale View Cleaning: Getting FVesh Answers from Stale Materialized Views.
PVLDB 8(12) (2015)

• Yudian Zheng, Jiannan Wang, Guoliang U, Reynold Cheng, Jimihua Eeng.
QASCA: QuaUty-awaie Task Assignment System for Crowdsourcing Api^cations.
ACM SIGMOD 2015, Melbourne, VIC, Australia

• Jiannan Wang, Saqjay Krishnan, Michael EVanklin, Ken Goldberg, Tbva Milo, Hm Kraska.
A Sample-aiid-Clean FVamework for Fast and Accurate Queiy Processing on Dirty Data.
ACM SIGMOD 2014, Snowbird, UT, USA

• Jiannan Wang, Nan Tang.
Towards Dependable Data Repairing with Fixing Rules.
ACM SIGMOD 2014, Snowbird. UT, USA



Teaobikg

• Jiazman Wang, Guoliang Li, Tim Kraska, Michael J. Eranklin, Jianhua Feng.
Leveraging GOausitive Relations for Ciwdsourced Joins.
ACM SIGMOD 2013, New York, NY, USA

« Jlannan Wang, Tim Kraska, Michael J. FVwklin, Jianhua Feng.
CrowdER: Otowdsourcing Entity Resolution.
PVLDB 5(11) (2012).

CMPT 733: Big Data Programming Spring 2016

Mentorship • Ruochen Zhang, Undergraduate, Simon f^er Univendty

6 Dongxiang Zhang, Undergraduate, Simon IVaser University

• Sai^ay Krishnan, PhD, UC Befkeleiy

• Liwen Sun, PhD, UC Berkelery

• Daniel Haas, PhD, UC Berkelery

• Juan Sanchez, MS, UC Berkelery

• Wehbo Tho, Undergraduate, Tsinghua University

• Yudian Zheng, Undergraduate, Nanjing Universily

Feb 2016 'Present

Feb 2016 - Present

Fail 2013 - Present

Spring 2014 - Present

Summer 2014 - Jan 2016

Summer 2014 - Aug 2015

Summer 2014

Fedl 2012 * Summer 2013

Grants

Professional

Activities

[G2] NSERC Discovery Grant. Crowdsourced Data Cleaning. J. Wong: $170,000 (PI) (2016'2021)

[Gl] NSERC R31 Grant. Computational.lhfrastnicture for Online Big Data Analytdca. J. Pei, A.
Shiiraznan, and J. Wang: $148,408 (Co-PI) (2016 • 2017)

o Program Committee

- SIGMOD (2016, 2017), SIGMOD Demo (2016)

• HOOMP (2016)

- ICDE/TKDB poster (2016)

- WAIM (2014, 2015, 2016)

- APWeb (2016)

• Chairing

- SIGMOD 2017 Registration Chair



Ke Wang

Education

• Ph.D. Information and Computer Science, Georgia Institute of Technology,
Atlanta, USA, December 1986; MSc., Information and Computer Science,
Georgia Institute of Technology, Atlanta, USA, August 1984.

Employment
•  2003 - Present: Professor, School of Computing Science, Simon Fraser

University.
•  2000 - 2003: Associate Professor, School of Computing Science, Simon Fraser

University.
•  1999 — 2000: Associate Professor, School of Computing, National University of

Singapore.
9  1994 —1998: Senior Lecturer, School of Computing, National University of

Singapore.
•  1992 — 1994: Research Fellow, National University of Singapore.
o  1990 — 1991: Research Scientist, University of Lethbrldge and University of

Alberta

•  1987 —1990: Associate Professor, Chongqing University

Ke Wang's research interests include database technology, data mining and knowledge
discovery, machine learning, and emerging applications. He has published the book on
the topic of privacy preservation: "Intr^uction to Pnvacy-Preserving Data Publishing:
Concepts and Techniques" (B. Fung, K. Warig, A. Fu, and P. Yu, Data Mining and
Knowledge Discovery Series. Chapman & Hall/CRC, August 2010) and over 100 papers
in database, information retrieval, and data mining conferences, including SIGMOD,
SIGIR, PODS. VLDB, ICDE, EDBT, SIGKDD, SDM and ICDM. Recent publications can
be found at http://www.cs.$fu.ca/^anck. 30 of his papers received over 100 citations
each. His research is supported by NSERC Discovery Grants and several CRD grants
and RTI grants. He has worked extensively with industries including BC Hydro, MDA,
and CIBC. 15 MSc students and 10 PhD students have graduated, with
another 5 students currently pursuing PhD, under his supervision. One of his
students is a CRC II chair at University of McGill. Ke Wang is an associate editor
for ACM Transactions on Knowledge Discovery from Data, and was an editorial board
member for Journal of Data Mining and Knovirtedge Discovery from 2007 to 2011 and an
associate editor of the IEEE Transactions on Knowledge and Data Engineenng from
2003 to 2007, the PC co-chair for SIAM Conference on Data Mining 2008, the general
co-chair for SIAM Conference on Data Mining 2015 and 2016.

Recent Publication

Ke Wang, Peng Wang, Ada Fu, Raymond Wong. Generalized Bucketization Scheme for
Flexible Privacy Settings. Information Sciences, Volume 348,20 June 2016, Pages
377-393



Hongwei Liang, Ke Wang, Feida Zhu. Mining Social Ties Beyond Homophily. iCDE
2016

Junqiang Liu, Ke Wang, Benjamin Fung. Mining High Utility Pattems in One Phase
without Generating Candidates. TKDE, 201

Yue Wang, Ke Wang, Ada Wai-Chee Fu, and Raymond Ghl-Wing Wong. KeyLabei
Algorithm for Keyword Search in Large Graphs. IEEE Big Data 2015

Wei Xie, Feida Zhu, Siyuan Uu, and Ke Wang. Modelling Cascades Over Time in
MiCFOblogs. IEEE Big Data 2015

Aungon Nag Radon, Ke \Atong, Uwe Glaesser, Hans Wehn, and Andrew Westwell-
Roper. Contextual Verification for False Alarm Reduction in Maritime Anomaiy
Detection. IEEE Big Data 2015

Xiaoning Xu; Chuancong Gao; Jian Pel; Ke Wang; Abdullah Al-Barakati. Continuous
Similarity Search for Evolving Queries. KAIS, pp 1-^0,15 October 2015

Chenyi Zhang, Hongwei Liang, Ke Wang, Jianling Sun. Personaiized Trip
Recommendation with POI Avaiiabiiity and Uncertain Traveling Time. CIKM 2015. The
runner-up for the best student paper award.

Shuaiqiang Wang, Yun Wu, Byron J. Gao, Ke Wang, Hady W. Lauw, and Jun Ma. A
Cooperative Coevolution Frameworic for Parallel Leaming to Rank. TKDE, Issue No.12 -
Dec. (2015 voi.27), pp: 3152-3166

Lei Dong, Xuan Chen, Jianxiang Zhu, Hong Chen, Ke Wang, Cuiping Li. A Secure
Coiluslon-aware and Probability-aware Range Query Processing in Tiered Sensor
Networks. The 34th IEEE Symposium on Reliable Distributed Systems, 2015.

Chao Han and Ke Wang. Sensitive Disclosures under Differential Privacy Guarantees.
IEEE BigData Congress 2015.

Chenyi Zhang and Ke Wang. POI Recommendation through Cross-Region
Collaborative Filtering. KAIS, pp 1-19, February 2015,

Ke Wang, Chao Han, Ada Waichee Fu, Raymond Chi Wing, Philip S. Yu.
Reconstruction Privacy: Enabling Statistical Learning. EDBT 2015.

Loc Do, Hady W. Lauw, Ke Wang. Mining Revenue-Maximizing Bundling Configuration.
PVLDB2015.

Chenyi Zhang, Ke Wang, Ee-peng Lim, Qinneng Xu, Jianling Sun, and Hongkun Yu.
Are Features Equally Representative? A Feature-Centric Recommendation. AAAI2015.
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Appendix 8 Advisory Board

Dennis Buttera (IBM, Ottawa)
Jesse Calderon (Tableau)
George Chow (Simba)
Chris Neumann (founder of Data Hero)
Paul Terry (PHEMI)

INVITATION LETTER TEMPLATE:

PATE]

[NAME]
[ADDRESS]
[CITY], [STATE/PROVINCE] [POSTAL CODE]
[COUNTRY]

Dear [NAME],

I am wnting to invite you to join the Big Data Professional Master's Program External Advisory Council at
Simon Fraser University. The council plays a valuable role in providing advice on the activities and future
directions of the program.

The Professional Master's Program in Big Data was launched in 2014 and has seen tremendous growdi in
student numbers since then. We will see the first cohort of 13 students convocate this June. The second
cohort of 39 students began the program in September 2015 and will finish in June 2017. And this year, we
will be welcoming our third cohort of over 50 students.

To ensure the continued success of the program, we must be responsive to changes in its external
environment due to technological advances and industry needs, government priorities, community anH
professional expectations, and a challenging fiscal climate. In this context, we rely on advice fi»m the
advisory coimcil to stay well-informed of expectations of industry, related professions, and society.

The advisory council is currently made up of 5 external members, all senior leaders firom industry. In terms
of commitment involved, the advisory council meets once a year via video conference to discuss strategic
priorities for the program. At times, individual members may be called upon for feedback on initiatives tbaf
take place during the year. Should you accept, your term on the council would be three years starting
pATE].

If you arc vnEing to serve on the advisory council, please let me know via e-mail. If you have questions,
please don't hesitate to contact me via phone at +1 (778)782-4193 or via email at popowich@sfii m

I sincerely hope that you become a member of the Big Data Professional Master's Program External
Advisory Council to help shape the future of the program and ensure its continued success.

Sincerely,

Dr. Fred Popowich,
Big Data Program Director, Professor, and Associate Director, Research & Industry Relations

Full Program Proposal Page 31
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Appendix 9 Supplementary financial information

Tuition levels

The following table provides details on past and projected tuition levels for domestic and
for international students. For the fall of 2017, we are projecting a 6.5% general increase
in addition to the 2% annual SFU increase for domestic students plus a 16.5% general
increase for international students in order cover the e^enses associated with the
program as identified during the special cohort offerings.

Domestic

1147

1157

1167

1177

1187

1197

Base

$26,000

$26,000
$26,520

$27,050
$29,350

$29,937

Change to Total new

amount tuition

$520 $26^20
$530 $27,050

$2,299 $29,350
$587 $29,937

$599 $30,535

Tuition Increase

2.0096

2.0096

8.5096

2.0096

2.(

Change to Total new
International Base Tuition Increase amount tuition

1147 $31,000

1157 $31,000 2.0096 $620 $31,620
1167 $31,620 2.0096 $632 $32,252
1177 $32,252 18.5096 $5,967 $38,219
1187 $38,219 2.0096 $764 $38,983
1197 $38,983 2.0096 $780 $39,763

Full Program Proposal Page 32
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Appendix 10 Support Letters from employers

In response to the Senate Graduate Studies Committee request from October 27^, we
have contacted a few organizations that are employing our graduates.

• A letter from BuildDirect Technologies Inc, which is described on the
Government of Canada's Innovation, Science and Economic Development
website as *the world's leading online wholesaler of building materi^", is
attached.

• Also included is a letter from ScotiaBank's Vice President Decision Sciences in
Toronto.

•  Finally, we have provided a letter from Samsung R&D Canada.
• A video filmed at RBC in Toronto includes comments from Chris Laver, Chief

Data Scientist, about our Big Data Masters program and students.
o https://www.sfu.ca/computing/current-students/graduate"

students/academic-programs/bigdata/coop.html
• A web page providing more detail on some of their graduates and their current

positions is available at

o http://www.sfu.ca/computing/current-students/graduate-
students/academic-programs/bigdata/students/classofZO 16.html
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§ Scotiobank
November 20,2016

Dr. Fred Popowrtch
Pmfdssor and Associate Director Research and industry Retedions, School of Computing Science.
Director, SFU Professionel Master's Program in Big Data

Simon Fraser University
Applied Science BuSding 6971
8888 University Drive
Bumal:^. Brlfish Columbia
Canada V5A1S6

Professor Fred Popowich,

i am wrHtog you to let you know about our continued tnterest in SFU's Profeseionai MSc in Computer
Science - Big Data program. As you know we have recent^ hired sevend of your graduating
students onto full 6me Data Scientist rotes in the Dedsion Sciences area at Soottebank.
Addlttonaliy, we have also hbed tor several students from the program fbr the-upoondr^ ocKrp term.
They wS be joining the temn of about sixty data scientisis; which iMIl IScely ̂ ow to around one
hundred over two groups.

Duitog our recent recruiting trip to SFU, we found the graduating stud^ts to be weli pfepaied tor
entry into Dedsion Sciences group to the bank. The Professional MSc in Computer Sc^ce - Big
Data program has a strong curricutem and we like the directton that you are taking it in. 1 would also
like to thank you tor soHcfflng our teput htto future enhancmients to the program.

As you know, people virith the both the applied skigs and strong academic tound£^n tor data
scientist work are in hlc^ demand. We are dad that you are pmdently expanding the ctess to both
fill wmd of the demand but also maintain a high cafiber of graduates.

We are iooklr^ forward to ontroarding our first group of SFU Big Data program graduates and co
ops. We hope to keep in contad with you and the department and look forward to the opportunity to
come drt and talk with the studems ̂ In next y^r.

Th»ikyou,

Andrew Storey
Vice President, Dedsion Sciences
Scofiabank

647 919 0369

httpa://vauH.8fu.oa/lndex.php/app8/file8_pdfvlewer/?fiIet>%2Fln...tlaBank%2520Blg962520Data%2620letter%26202016%25201196262020.pdf Page i of 2
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SAMSUNG

PRIVATE&C(»fflDBfTIAL

Dr. Fred PopoMteh
Pro^am [^tedor, Pnde8sk)nal Mas^s Progr»n, ̂  1^
Schooi of Compui^ Sctoioe
Smon Freser Unfraisfiy
8888 Univeisly, Drive
Bifin^,BCV5A1S6

Re:

PieasG eooept diis let^as support for converteig itm SFU Master's of Big Data program Into a permanent
Oiieriry lOr saioeiiis.

In May 2016, Sansmg R8D Canada hiiBd oirM Data Andytics brilem frorn the Master's ̂ rern. WP
w»e very pleased with the knowler^ and level of exp^tise she btous^ with her. The sluderit showcased
8t>^ fn tnth software devek^mierd and data sctoi^-ffus iBsufted I) Samsuf^ offering her an exlBi»(on
toherhitMnshq;rFdaoernent Withlh8cofwhi8lonoffheM^r^plaoenwd,Sffinsuf^ha8<^lBre^
studmt a t&ne pemiaimd position with the oonq^.

Sarnsijetg R&D CMiac^ has l)eGn Impressed Witt the cahlrer of students we lave seen ooine throu^ §18
pre^am. FQrtheiq)oontingM8y2017 term, the SffitotmgAru^ttotemn has once ag^htedanotier
Dete Analy^ Intem froffl tds l^fifeer's proQTKn.

We vreitd Bre to erKxturage Smon Fr»er Udversity to cott^nie offierinp this imtgram on a pennanent
The students* expaienceswfih Data Mir^ and MachtoeLeanitoga^tofMHns»Hadoop and Spak

for {mroessi ng 8^ Data, Python and Java for dev^3(m«fit (xds trem to Itoe with the latest trends to the B|g
Ddatecimotogies. TheskisetssiBiedfomttheprt^eniwillpiacette^SKtuateslnhi^Hlefnandwfthto
the tectmology sector. We hope to hire inoretalerttBdsbKierts who come oidct this pro^m

Re^mls,

^d<-u9
JotDhsBwal

On BehaRof Cristina Doraftef

Tedntcai Sdiware Manes^, B2B Analytics
S»ns(mg R&D Cffitada
200-0500 Glenlyon Parkw;^
Bwid)y,BC.V5J0C8
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